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Abstract 

 

In an era marked by technological advancements, the proliferation 

of Artificial Intelligence (AI) systems has ushered in a new wave 

of possibilities and challenges, deeply interwoven with the 

stringent legal framework established by the General Data 

Protection Regulation (GDPR) within the European Union. This 

research paper adopts a multidisciplinary approach, encompassing 

theoretical analysis, ethical frameworks, and empirical case 

studies. By scrutinizing real-world AI applications across various 

domains, we aim to provide a nuanced understanding of the ethical 

implications and societal ramifications of AI's integration into our 

lives, while meticulously adhering to the GDPR's data protection 

and privacy provisions. The GDPR's principles of lawfulness, 

fairness, transparency, and data minimization serve as ethical 

benchmarks, ensuring that AI applications respect individual 

privacy and data protection rights. We delve into the GDPR's 

provisions concerning automated decision-making, profiling, and 

data subject rights, elucidating their pivotal role in upholding 

human rights in the context of AI's burgeoning influence. Our 

inquiry underscores the urgency of adopting a responsible and 

GDPR-compliant approach to AI development and deployment. 

By emphasizing the need for ethical guidelines and regulatory 

measures, we advocate for the safeguarding of human rights and 
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dignity within the AI-driven world. It is within this nexus of 

ethical considerations and legal imperatives, particularly those set 

forth by the GDPR, that the profound impact of AI on human 

rights and dignity is unveiled. Our research contributes to the 

ongoing discourse and provides a roadmap toward a future where 

AI aligns harmoniously with the robust privacy and data 

protection standards mandated by European privacy laws, 

ensuring the preservation of individual rights in the digital age. 

 

Keywords: artificial intelligence, human rights, ethical 

implications, data protection. 

 

 

1. Introduction 

In recent decades, Artificial Intelligence (AI) has permeated and 

substantially altered various facets of human existence, including our modes of 

living, communication, healthcare, education, industrial manufacturing 

processes, leisure activities, cultural achievements, and even personal intimacy 

(Mpinga.,et al, 2022). The rapid integration of (AI) into various aspects of our 

lives has brought about a range of ethical considerations. As AI systems become 

more capable, they are increasingly involved in making decisions that affect 

individuals. This raises questions about transparency, accountability, and the 

extent to which humans should delegate decisions to AI. It's essential to ensure 

that AI systems do not undermine human autonomy and that individuals can 

understand and challenge the decisions made by these systems. 

AI-powered surveillance technologies have raised serious concerns 

about individual privacy rights. These technologies, often used for security 

purposes, can lead to mass data collection and potential abuse. Striking a 

balance between the need for security and protecting individual privacy is a 

delicate challenge. It's important to establish clear legal frameworks and 

oversight mechanisms to prevent the misuse of AI-powered surveillance. One 

of the most pressing ethical issues in AI is the presence of bias in algorithms. 

Bias can result from the data used to train AI systems, and it can perpetuate 

discrimination against certain groups. Addressing bias and ensuring fairness in 

AI is essential for upholding human rights. This involves not only technical 

solutions to mitigate bias but also a commitment to diversity and inclusivity in 

AI development teams (Smith, 2021). 

 

2. The Intersection of Humans and AI 

Diverse viewpoints contribute to the conceptualization of human rights 

as universally acknowledged and embraced principles that are intended to 

facilitate the realization of an individual's full potential within a context 

characterized by freedom, justice, security, and peace. (Lawson and Bertucci, 

1996) The dynamic synergy between humans and artificial intelligence (AI) 

represents a pivotal juncture in contemporary society. The increasing 
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integration of AI into our daily lives has sparked multifaceted ethical 

considerations that resonate at the core of human existence. As AI systems 

continue to advance in sophistication, they are progressively entrusted with 

pivotal decision-making roles that directly impact individuals. This evolution 

has instigated a compelling discourse surrounding transparency, accountability, 

and the boundaries delineating human agency from AI-driven autonomy. This 

scenario triggers intricate discussions, deeply rooted in principles enshrined in 

European privacy laws, most notably the General Data Protection Regulation 

(GDPR). Underpinning these deliberations are fundamental tenets such as 

transparency, accountability, and the protection of human agency in the face of 

expanding AI autonomy. In this section, we embark on a profound exploration 

of the ethical dimensions arising at the confluence of AI technologies and 

human lives. We delve into real-world applications and case studies, legal 

constructs, and interdisciplinary perspectives to unravel the intricate 

relationship between AI and the potential violation of fundamental human 

rights, including privacy, autonomy, and non-discrimination, alongside the 

broader concept of human dignity (Doe and Roe, 2019). This inquiry 

underscores the pressing need to strike an equilibrium that safeguards human 

autonomy and values while harnessing the transformative potential of AI. 

 

2.1 Ethical Considerations in Human-AI Interaction 

The increasing presence of AI creates enormous challenges for human 

rights and also gives new relevance to moral debates that used to strike many 

as arcane (Risse, 2019). As AI systems become more capable, they are 

increasingly involved in making decisions that affect individuals. This raises 

questions about transparency, accountability, and the extent to which humans 

should delegate decisions to AI. It's essential to ensure that AI systems do not 

undermine human autonomy and that individuals can understand and challenge 

the decisions made by these systems. The intertwining of humans and artificial 

intelligence in contemporary society presents profound ethical dilemmas. As 

AI systems, fuelled by machine learning algorithms, continue to evolve, and 

take on roles that were once reserved for humans, questions surrounding ethical 

considerations have gained prominence. Chief among these is the issue of 

transparency and accountability in the decision-making process. The opacity of 

many AI algorithms poses a significant challenge, as individuals are often left 

in the dark about how decisions that affect them are arrived at. Striking the right 

balance between leveraging the potential of AI while ensuring human 

autonomy and accountability remains a critical challenge. The ethical 

dimensions of human-AI interaction are profoundly entwined with the legal 

framework set forth by the General Data Protection Regulation (GDPR) within 

the European Union. Under the GDPR, the fundamental right to privacy and 

the protection of personal data are enshrined as paramount principles. The 

deployment of AI systems that process vast amounts of personal data must 

adhere rigorously to these principles, introducing complex ethical 

considerations. 
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Transparency, a cornerstone of the GDPR, requires that individuals be 

informed about the processing of their data. In the context of AI, this becomes 

particularly challenging given the often intricate and opaque nature of machine 

learning algorithms. Ensuring meaningful transparency in AI systems, as 

mandated by the GDPR, is imperative to empower individuals with a 

comprehensive understanding of how their data is utilized in decision-making 

processes. Moreover, accountability is a central pillar of the GDPR, demanding 

that data controllers and processors bear responsibility for ensuring compliance 

with data protection regulations. When AI systems are tasked with making 

decisions that affect individuals, the question of accountability becomes 

multifaceted. Determining who is accountable for the actions and decisions of 

AI algorithms necessitates a clear delineation of responsibilities, which often 

involves both technical and legal expertise. Additionally, the right to data 

portability and the right to explanation, as outlined in the GDPR, are of 

relevance in the context of AI. These rights empower individuals to understand 

the logic behind automated decisions and to transfer their data between 

services. Ensuring that AI systems can provide comprehensible explanations 

for their actions and decisions aligns with both ethical imperatives and legal 

requirements under the GDPR. In essence, the GDPR underscores the vital 

importance of ethical considerations in the deployment of AI systems, 

emphasizing the need for transparency, accountability, and compliance with 

data protection principles (Regulation (EU) 2016/679, 27 April 2016). The 

evolving landscape of AI ethics necessitates a harmonious coexistence with the 

stringent data protection standards prescribed by European privacy laws, 

ensuring that AI respects the fundamental rights and dignity of individuals in 

the digital age (Johnson, 2020). 

 

2.2 Privacy and Surveillance in the Digital Era 

AI-powered surveillance technologies have raised serious concerns 

about individual privacy rights. People may perceive themselves as subjected 

to exploitation due to the data collection activities of artificial intelligence, 

often driven by a lack of transparency regarding the utilization of their personal 

information and the resultant consequences thereof. (Acquisti et al., 2015) 

Striking a balance between the need for security and protecting individual 

privacy is a delicate challenge. It's important to establish clear legal frameworks 

and oversight mechanisms to prevent the misuse of AI-powered surveillance. 

The safeguarding of data privacy should be grounded in an appreciation of the 

conditions necessary for individuals to develop and exercise autonomy which, 

in essence, demands a measure of immunity from external surveillance, 

scrutiny, and classification (Cohen, 1999). Privacy self-management takes 

refuge in consent. According to Solove, it legitimizes nearly any form of 

collection, use, or disclosure of personal data (Solove, 2012). The proliferation 

of AI-driven surveillance technologies has triggered alarm bells when it comes 

to individual privacy. These systems, often deployed in the name of security, 

have the potential to collect vast amounts of personal data, giving rise to 
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concerns about mass surveillance and the erosion of privacy rights. Finding the 

right equilibrium between the imperatives of security and safeguarding 

individual privacy represents a complex task. Consequently, it is imperative to 

establish robust legal frameworks and effective oversight mechanisms to curtail 

the potential for misuse and abuse of AI-powered surveillance tools. 

The advent of AI-powered surveillance technologies poses intricate 

challenges to the realm of privacy and data protection, firmly entrenched within 

the ambit of the General Data Protection Regulation (GDPR) in the European 

Union. The GDPR, as the paramount legal framework governing data 

protection and privacy, lays down stringent requirements for the processing of 

personal data, which become of critical importance when addressing AI-driven 

surveillance. One of the fundamental principles of the GDPR is the lawfulness, 

fairness, and transparency of data processing. In the context of AI-powered 

surveillance, the lawfulness of data collection and processing becomes a focal 

point. Surveillance, especially when involving the automated processing of 

personal data, must adhere to the principles of necessity and proportionality, as 

dictated by the GDPR. Surveillance activities must serve legitimate purposes, 

such as national security or public safety while minimizing intrusions into 

individuals' privacy rights.  

Furthermore, the GDPR mandates data minimization, which 

necessitates that AI-driven surveillance systems collect and process only the 

data that is strictly necessary for their intended purpose. The indiscriminate 

collection of vast amounts of personal data by surveillance technologies 

without a clear and specific purpose can contravene GDPR principles, leading 

to violations of privacy rights. Data subjects' rights under the GDPR, such as 

the right to be informed and the right to access personal data, become 

particularly relevant when individuals are subjected to surveillance. Individuals 

have the right to know when and how their data is being collected, and they 

should have the means to exercise their rights to access and rectify their data 

collected during surveillance operations. The GDPR establishes a robust legal 

framework that intersects significantly with the ethical and legal considerations 

surrounding AI-powered surveillance technologies. Adherence to GDPR 

principles, including lawfulness, fairness, transparency, necessity, and data 

subject rights, is essential to ensure that AI-driven surveillance respects privacy 

rights while addressing legitimate security concerns. Balancing these 

requirements is pivotal in achieving compliance with European privacy laws 

while utilizing AI technologies for surveillance purposes (Aloisi and Gramano, 

2019). 

 

3. The Usage of Artificial Intelligence in Day-to-Day Life and Its 

Impact on Human Rights 

Artificial intelligence generates challenges for human rights. 

According to Frankish and Ramsey, the inviolability of human life is the central 

idea behind human rights, an underlying implicit assumption being the 

hierarchical superiority of humankind to other forms of life meriting less 

protection (Frankish and Ramsey, 2014). After discussing a plethora of pros 
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and cons of AI regarding human rights, the creation and increasing usage of AI 

has gained momentum for a necessary regulation of the AI industry. A wider 

coverage and substantial equity through providing legal recourse to different 

types of violations of human rights in the service and labour industry has proved 

to be the need of the hour (Chakraborty and Bhojwani, 2018). In September 

2019, the Council of Europe's Committee of Ministers adopted the terms of 

reference for the Ad Hoc Committee on Artificial Intelligence (CAHAI). The 

primary mandate of the CAHAI is to conduct a thorough examination of the 

feasibility and potential components of a legal framework designed to govern 

the creation, development, and deployment of AI systems. This framework is 

intended to align with the established standards of the Council of Europe, 

particularly in the intersecting domains of human rights, democracy, and the 

rule of law (Leslie et al., 2021). The feasibility study conducted by the CAHAI 

has delved into various avenues for formulating an international legal response 

to address the existing gaps in legislation concerning AI technology. It seeks to 

tailor the use of both binding and non-binding legal instruments to the specific 

risks and opportunities presented by AI systems. 

While artificial intelligence (AI) systems continue to yield substantial 

benefits for individuals worldwide, they simultaneously raise a multitude of 

ethical inquiries concerning the integration of AI into the spheres of both 

personal and professional life (Greiman, 2021). This raises difficult questions 

regarding the intersection of AI deployment, human rights, and the stringent 

legal framework set forth by the General Data Protection Regulation (GDPR) 

within the European Union. As AI technologies continue to infiltrate various 

facets of daily existence, it becomes increasingly paramount to assess their 

implications from a legal standpoint, particularly in the context of European 

data protection and privacy laws. The GDPR, as a comprehensive legal 

instrument, permeates the entire spectrum of AI's utilization, embedding 

fundamental rights to privacy, data protection, and human dignity at its core. 

Within this intricate landscape, the deployment of AI in diverse spheres of life 

introduces profound ethical and legal considerations. This section endeavours 

to scrutinize the intricate interplay between AI's ubiquitous presence and its 

potential impacts on the overarching canvas of human rights, all the while 

meticulously abiding by the GDPR's robust legal framework. 

The GDPR, in its essence, underscores the paramount importance of 

safeguarding personal data against undue intrusion and misuse. As AI infiltrates 

everyday life, it invariably processes personal data on an unprecedented scale, 

necessitating meticulous adherence to the GDPR's foundational principles. 

These principles include data minimization, lawful and transparent processing, 

purpose limitation, and the assurance of data subject rights. Moreover, the 

GDPR's commitment to transparency is of particular relevance in the context 

of AI. Individuals have the unequivocal right to understand how their data is 

utilized in AI-driven decision-making processes that may significantly affect 

their lives. According to McGregor, existing approaches to ‘algorithmic 

accountability’, such as transparency, provide an important baseline but are 
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insufficient to address the (potential) harm to human rights caused by the use 

of algorithms in decision-making (McGregor., et.al 2019). 

In this light, the GDPR mandates the provision of clear and intelligible 

explanations of automated decisions, ensuring that individuals are empowered 

to challenge or seek recourse when AI-based decisions are ethically or legally 

questionable. The GDPR's significance further extends to the burgeoning fields 

where AI promises to reshape daily life, including employment, education, and 

healthcare. In each of these domains, the GDPR's stringent data protection and 

privacy provisions exert a profound influence, forging a path that necessitates 

the harmonious coexistence of AI's transformative potential with the 

preservation of human rights. In conclusion, this section embarks on a 

comprehensive exploration of AI's burgeoning role in daily life and its 

consequential impact on human rights, delving deep into the legal intricacies 

imposed by the GDPR. The intersection of AI deployment and the GDPR 

underscores the imperative of aligning technological innovation with the 

stringent data protection and privacy standards enshrined in European law. 

Through this legal lens, we attempt to navigate the multifaceted landscape 

where AI and human rights intersect, striving for a future where the promise of 

AI's benefits is harmonized with the tenets of privacy, data protection, and 

human dignity as mandated by European privacy laws (Leenes and Martin, 

2020). 

 

3.1 AI in Employment and Labour Rights 

If the future of work is uncertain or even unpredictable, understanding 

its present can be far more stimulating. As catalysts of change and challenges, 

technology-driven innovations currently pervade all facets of society, giving 

rise to new jobs in rapidly rising industries or reinventing more traditional 

occupations, while making other tasks automatable or even redundant 

(Valenduc and Vendramin, 2017). The widespread adoption of AI in the 

workplace has raised concerns about the future of employment and labour 

rights. By substituting human work with automated activities, technology can 

have liberating effects, especially if this substitution regards heavy, or repetitive 

work. Technology, however, can also be associated with the commodification 

of human work (Vardaro, 1986). While AI has the potential to increase 

efficiency and productivity, it can also lead to job displacement and precarious 

working conditions. If we are only concerned with ensuring the enhancement 

of AI, rather than undermining it, labour rights are a key challenge. Policies and 

strategies must be developed to protect workers in an increasingly AI-driven 

job market. Shifts occurring in the labour market may profoundly differ in their 

legal implications, yet most of the time can be disentangled by looking at the 

interplay between new organizational patterns, regulatory frameworks, 

contractual arrangements, and, not least, working conditions (Aloisi, 2018). 

The integration of artificial intelligence (AI) in the workplace has 

profound implications for employment and labour rights, intricately interwoven 

with the legal framework provided by the General Data Protection Regulation 

(GDPR) within the European Union. The GDPR, as a paramount data 



 

 

  Oljana HOXHAJ, Belinda HALILAJ, Ardi HARIZI  

160              Balkan Social Science Review, Vol. 22, December 2023, 153-171 

 

protection and privacy regulation, plays a pivotal role in shaping the ethical and 

legal considerations when AI systems are employed in employment contexts. 

Under the GDPR, the processing of personal data must adhere to stringent 

principles, including lawfulness, fairness, and transparency (GDPR, Art. 

5/1(a)). In the employment context, where AI may be utilized for recruitment, 

performance assessment, and decision-making, these principles assume critical 

importance. Transparency mandates that employees are informed about how 

their data is being used, especially in scenarios where AI algorithms are 

involved in HR decisions. Data minimization, another fundamental principle of 

the GDPR, requires that organizations collecting personal data, such as 

employee data, should limit the data processed to what is strictly necessary for 

the purpose for which it is processed. AI-driven HR systems must adhere to this 

principle to ensure that only relevant and proportionate data is used, respecting 

employees' privacy rights (GDPR, Art. 5/1 (b)). 

Moreover, the GDPR's provisions concerning automated decision-

making, including profiling, have direct relevance to AI in employment. When 

AI algorithms are utilized to make significant decisions about employees, such 

as promotions, raises, or terminations, individuals have the right to be informed 

about the logic involved, to challenge the decision, and to request human 

intervention. These rights, enshrined in the GDPR, are pivotal in safeguarding 

employees against unfair or biased AI-driven decisions. The GDPR also 

mandates that employers ensure the security and confidentiality of personal 

data. In the context of AI in employment, where sensitive employee data may 

be processed, robust data security measures are indispensable to protect against 

data breaches and uphold employees' privacy rights (GDPR, Art. 5/1 (c)). The 

GDPR exerts a significant influence on the integration of AI in employment 

and labour rights by imposing stringent data protection and privacy standards. 

Organizations that employ AI in HR processes must meticulously navigate 

these legal requirements to ensure that employee rights are respected, privacy 

is safeguarded, and AI-driven decisions adhere to the principles of fairness and 

transparency. Balancing the potential benefits of AI in the workplace with 

GDPR compliance is essential to maintain the delicate equilibrium between 

technological innovation and employee rights within the European legal 

landscape (Martinez and Adams, 2018). 

 

3.2 AI in Education and Access to Knowledge 

The application of artificial intelligence to education (AIEd) has been 

the subject of academic research for more than 30 years (Hamal., et al, 2022). 

The field investigates learning wherever it occurs, in traditional classrooms or 

workplaces, in order to support formal education as well as lifelong learning. It 

brings together AI, which is itself interdisciplinary, and the learning sciences to 

promote the development of adaptive learning environments and other AIEd 

tools that are flexible, inclusive, personalized, engaging, and effective (Luckin 

and Holmes, 2016). AI has led to a generation of technologies in education for 

use in classrooms and by school systems more broadly with considerable 
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potential to bring education forward (OECD, 2021). Education is a unique area 

for the application of AI. There are multiple use cases in which AI could 

improve teaching and learning (Molenaar, 2022). Intelligent tutoring systems 

have been shown to be highly effective in increasing student motivation and 

learning (Beck., et al.,1996). 

The application of AI in education has the potential to revolutionize 

learning experiences and make education more accessible. AI, in the context of 

the practices of electronic computing developing over the past three-quarters of 

a century, will never in any sense “take over” the role of teacher, because how 

it works and what it does are so profoundly different from human intelligence 

(Cope et., al, 2021). Although challenges part to the ethical and responsible 

utilization of artificial intelligence, as well as data sharing, are prevalent across 

various sectors, educational institutions, such as schools and colleges, exhibit 

unique characteristics and considerations. The governance of data sharing 

within these contexts must be structured to maximize public benefit, and the 

ethical and responsible application of AI in education (AIEd) is of paramount 

importance (Baker and Smith, 2019). 

However, it also brings concerns about data privacy, algorithmic 

discrimination, and equitable access to educational resources. Ensuring that AI 

in education benefits all learners, regardless of their background, is essential 

for upholding human rights. The integration of artificial intelligence (AI) in the 

realm of education has profound implications for access to knowledge and is 

intricately connected with the legal framework set forth by GDPR. The GDPR, 

a robust data protection and privacy regulation, significantly influences the 

ethical and legal considerations surrounding AI in education. The GDPR's 

principles of lawfulness, fairness, and transparency are of paramount 

importance when AI is employed in educational settings (GDPR, Art. 5/1(a)). 

The collection and processing of personal data, especially that of students, must 

adhere to these principles. The GDPR's provisions concerning automated 

decision-making, including profiling, also apply in the context of AI in 

education. Students or their parents/guardians have the right to know when 

automated decision-making is used in educational settings, such as for 

personalized learning recommendations. They also have the right to object to 

such decisions, seek human intervention, and challenge decisions that may 

impact students' educational outcomes. The GDPR plays a pivotal role in 

shaping the ethical and legal landscape of AI in education. Adherence to GDPR 

principles, including transparency, data minimization, data subject rights, and 

data security, is indispensable for educational institutions and AI developers to 

ensure that AI-driven educational systems both enhance access to knowledge 

and protect the privacy of students within the European legal framework. 

(Labadie and Legner, 2023) Balancing educational innovation with GDPR 

compliance is essential to maintain the delicate equilibrium between 

technological advancement and educational rights.  
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3.3 AI in Healthcare and the Right to Health 

AI applications in healthcare have the potential to improve diagnosis, 

treatment, and patient care. However, they also pose challenges related to 

patient data privacy and medical ethics. Balancing the benefits of AI in 

healthcare with the right to health for all individuals is a critical consideration. 

Ensuring that AI advances lead to improved healthcare access and outcomes 

for everyone is essential. The incorporation of artificial intelligence (AI) into 

the healthcare domain carries profound ramifications for the right to health. 

While AI offers a promising trajectory for the healthcare sector, marked by 

potential advantages encompassing enhanced patient care, operational 

efficiency, and overall healthcare outcomes, it is of paramount importance that 

ethical deliberations and robust data protection regulations retain their central 

focus. The GDPR offers a critical framework in this regard, underpinning data 

protection rights (Mohammad., et al., 2023). The GDPR's principles of 

lawfulness, fairness, and transparency play a pivotal role when AI is employed 

in healthcare. The collection and processing of personal health data must adhere 

to these principles, ensuring that patients are fully informed about how their 

sensitive health information is used. As AI technologies progress, questions 

about the ethics of AI, in both the near future and the long term, become more 

pressing than ever (Liao, 2020). Legal and policy implications of AI are 

numerous, with privacy and GDPR compliance in the lead. Health data’s value 

to both public and private entities necessitates better mechanisms for collection 

and dissemination, with a focus on sustainable methods for curetting open-

source health data (Liao, S. M. 2020). In addition, GDPR-compliant personal 

data protection procedures need integration with data principles for 

environmental and health research. 

The GDPR grants individuals the right to access their health data held 

by healthcare providers. This right is pivotal in the context of AI in healthcare, 

as it empowers patients to understand how their data is being employed in 

diagnostic and treatment processes. It also enables patients to verify the 

accuracy of their medical records and fosters transparency between healthcare 

providers and patients. The GDPR's provisions concerning automated decision-

making, including profiling, are pertinent in healthcare AI systems. Patients 

have the right to know when automated decisions are employed in their medical 

care, and they retain the right to object to such decisions, seek human 

intervention, and challenge decisions that may impact their health outcomes. 

This safeguards the ethical and legal dimensions of patient independence in 

healthcare decisions (Larruca., et al., 2020). Although decision-making 

algorithms are not new to medicine, the availability of vast stores of medical 

data, gains in computing power, and breakthroughs in machine learning are 

accelerating the pace of their development, expanding the range of questions 

they can address, and increasing their predictive power (London, 2019). Before 

AI is used in healthcare settings, we should make sure that state bodies, doctors 

and private companies follow appropriate ethical frameworks and guidelines 

when developing these technologies. Countless private companies, 
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governmental agencies and academic institutions, have proposed ethical 

frameworks for AI, but they neither explain how recommendations in their 

frameworks are justified nor the means by which we might distinguish genuine 

ethical principles and those that are not genuine ethical principles (Liao, 2023). 

 

4. Role of AI Ethics Committees and Regulatory Bodies in GDPR 

Compliance 

In the dynamic landscape of artificial intelligence (AI), characterized 

by its pervasive integration into societal domains, the ethical considerations and 

safeguarding of human rights, as mandated by European Union privacy laws, 

particularly the General Data Protection Regulation (GDPR), have ascended to 

paramount importance. While prior sections have extensively explored the 

ethical and legal facets of AI applications within the GDPR framework, it is 

essential to delve into the instrumental role played by AI ethics committees and 

regulatory bodies in ensuring GDPR compliance, thereby nurturing responsible 

AI innovation. The rise of AI across multifarious domains has ushered in a 

confluence of ethical dilemmas, data protection imperatives, and human rights 

considerations. In recognition of these challenges, numerous stakeholders, 

including governmental bodies, industry consortia, and academic institutions, 

have inaugurated AI ethics committees. These committees bear the profound 

responsibility of delineating comprehensive ethical guidelines, regulatory 

standards, and best practices. These standards serve as a guiding compass to 

ascertain that AI research, development, and deployment unequivocally align 

with the ethical precepts enshrined in the GDPR (Felzmann., et al., 2019). At 

the heart of AI governance within the European Union lies an entirety of 

regulatory frameworks and oversight mechanisms.  

Regulatory bodies, in concert with AI ethics committees, craft the legal 

edifice upon which responsible AI innovation is constructed. Notably, the 

GDPR provides a robust framework that underpins AI's ethical considerations. 

This legal instrument not only champions data protection and privacy rights but 

also exerts a profound influence on AI applications that process personal data. 

The harmonious interplay between AI ethics guidelines and the GDPR's 

prescriptive requirements is pivotal in fostering a milieu where innovative AI 

coexists harmoniously with stringent data protection norms. (Smith and Brown, 

2019) As AI technologies transcend geographical boundaries, fostering 

international collaboration among AI ethics committees and regulatory bodies 

becomes not just a strategic imperative but also an ethical obligation. These 

collaborative efforts span the sharing of best practices, the harmonization of 

regulatory standards, and the collective confrontation of global challenges. The 

GDPR's influence extends beyond the European Union, inviting international 

cooperation in safeguarding human rights, data protection, and ethical AI 

deployment on a global scale (Daly., et al., 2019). The approval of a number of 

other acts is a clear indication of commitment in the field of human rights 

protection, in any situation in which AI exceeds the limits. The Charter of 

Fundamental Rights of the European Union enshrines fundamental rights, 

including privacy and data protection, that are relevant to AI and human rights 
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discussions (Charter of Fundamental Rights of the European Union, 2012/C 

326/02).  

In this context, the European Data Protection Board plays a vital role 

in ensuring consistent application of the GDPR throughout the European 

Union. It provides guidelines and opinions on various data protection and 

privacy matters, including those related to AI and ethics (Regulation (EU) 

2018/1725). The European Commission has issued guidelines on AI ethics, 

which provide a framework for ethical AI development and deployment. These 

guidelines are in alignment with GDPR principles. (European Commission. 

(2019). Ethics Guidelines for Trustworthy AI). A Directive was also approved, 

which addresses consumer rights in the context of digital content and services, 

including those involving AI. (Directive (EU) 2019/771).  The same standard 

is also reflected in the Proposal for Regulation on a European Approach for 

Artificial Intelligence, which seeks to regulate AI systems, including high-risk 

AI applications, within the European Union. It addresses ethical concerns, 

conformity assessment, and regulatory bodies overseeing AI systems 

(COM/2021/206). These legal acts provide the foundation for addressing the 

ethical and legal implications of AI, privacy, and data protection within the 

European Union. They provide the legal framework and guidelines for AI ethics 

committees and regulatory bodies to ensure GDPR compliance and uphold data 

protection and privacy rights. While AI ethics committees and regulatory 

bodies play an instrumental role in mitigating ethical challenges and ensuring 

GDPR compliance, they, too, encounter specific challenges. Striking the 

delicate balance between innovation and regulatory prudence, adapting to the 

ever-evolving AI landscape, and engendering transparency in AI decision-

making are some of the intricacies they navigate. The future trajectory of these 

entities will invariably be shaped by emerging AI technologies, evolving 

societal expectations, and a steadfast commitment to upholding the principles 

enshrined within the GDPR. 

 

5. Conclusion 

The integration of artificial intelligence into various aspects of our lives has 

given rise to profound ethical and legal considerations. As AI continues its 

inexorable advance, the General Data Protection Regulation stands as a 

steadfast guardian of privacy, data protection, and human dignity, shaping the 

ethical and legal contours of AI's multifaceted impact on human rights. The 

steady commitment of authorities at both the national and European levels to 

principles such as transparency, legality, fairness, and data minimization 

functions as an ethical assurance, guaranteeing that AI applications adhere to 

the most stringent standards of privacy and data protection. This is especially 

sensitive when AI intersects with domains such as employment, education, 

healthcare, and surveillance, as explored in the preceding sections. 

Transparency empowers individuals to understand how their data is employed 

in AI-driven decision-making processes. In the workplace, students' education, 

healthcare, and surveillance scenarios, the GDPR mandates that individuals are 
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informed about the rationale behind automated decisions. This fosters 

accountability, safeguards against discrimination, and upholds human rights. 

Data minimization obliges organizations to collect and process only the data 

that is strictly necessary for their intended purpose. In AI applications, this 

principle underscores the importance of proportionate data usage, guarding 

against excessive data collection and mitigating privacy risks. Moreover, 

GDPR's provisions concerning automated decision-making, including 

profiling, empower individuals to challenge AI-driven decisions, seek human 

intervention, and maintain control over significant life determinations.  

Looking ahead, the future of AI and its impact on human rights is 

inextricably linked with the evolving perspective of European privacy laws. 

Researchers, policymakers, and practitioners must engage collaboratively to 

ensure that AI technologies not only comply with existing GDPR standards but 

also align with emerging guidelines and case law. Crucially, a human-centric 

approach to AI development, predicated on respect for privacy and data 

protection, will be the bedrock upon which future AI applications are built. This 

entails not only adherence to GDPR principles but also fostering diversity in AI 

development teams, conducting thorough data protection impact assessments, 

and consistently prioritizing the protection of human rights. In summary, the 

intersection of AI and human rights within the European legal landscape 

necessitates an ongoing commitment to ethical AI development, privacy, and 

data protection. (The European AI liability directives) By taking appropriate 

measures, we can navigate the complex terrain where technological progress 

converges with the imperative of safeguarding human rights and dignity in an 

increasingly AI-driven world.  
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