VHUBEP3UTET ,,TOIIE IETYEB® - I THIT
. OUIQIIOUIKI GAKYITET

[l
|||||

] I'VHAROJJ,HO qnwcAHME 3A nu’ﬁ'
HUWXEBHU w KynTyPonome nc

. —4'?,7 R A\

DA “| 1 M PSS T

PALMK;'VOL X, NO 19, STIP, 2025

rog. 10, bP. 19 VOL. X, NO 19
wTunn, 2025 STIP, 2025

R ah o i o ST g SR N TR



ITAJINMIICECT

MefyHapoaHO cycaHye 3a TMHTBUCTUYKY, KHIDKEBHU
M KYITYPOTOIIKH ICTPAKyBamba

PALIMPSEST

International Journal for Linguistic, Literary
and Cultural Research

Tog. 10, bp. 19 Vol. 10, No 19
Ty, 2025 Stip, 2025

PALMK, VOL 10, NO 19, STIP, 2025
DOI: https://doi.org/10.46763/PALIM251019



MHAJIMMIICECT
MeryHapoaHO CIIMCaHKE 3a JTMHIBUCTUYKH, KHIKEBHH
1 KYJITYPOJIOLIKH HCTPaXKyBamba

HU3JABA
Yuusepsurer ,,l orie [lemues, Gunonomkn dakynret, Ltun

INTABEH U OAI'OBOPEH YPEJJHUK
Panko MunaneHocku

YPEAYBAYKH OABOP

Buxrop ®punman, Yausep3uteT Bo Unkaro, CAJ|

Tone bemues, Yausepsurer ,,l omie [emues, Makenonuja

Hwuna Jlackanoscka, YauBep3urer ,,[ one Jlenues®, Makenonuja

Ana llemken, Yausepsurer JlomoHocoB, Pycka deneparyja

Oura [Taakuaa, HBO MakenoHcku KynTypeH nieHTap, Pycka deneparyja
Actpun Cumone XiyOuk, YauBep3ureT ,,Kpan Muxaun [, Pomannja
Anmraa Auzapea Jlparoecky Ypiuka, YauBepsurert ,,Kpam Muxawn [, Pomanuja
Cynuana Tykcap, YauBep3surer ,,Jypaj Jloopuna“ Bo [1yma, XpBarcka
Cama BojkoBuk, YHuBep3uTeT Bo 3arped, XpBarcka

[Hanmop Yernenu, YauBep3utet Bo I[lanonmja, YaTapmja

EBa byc, YauBepautet Bo Ilanonuja, Yarapuja

Xycejur 030aj, Yausepautet ['a3u, Penyonuka Typrmja

O3typk Emupory, YauBep3urtet Bo Bapiasa, [Toncka

Enena JlapamanoBa, Yausepsurer ,,CB. Kimmment Oxpunckn®, Pemyonuka byrapuja
Wna Xpucrosa, Yausep3uret ,,CB. Knmument Oxpuzacku‘, Penyonuka byrapuja
[lozed [lonnax, Hammonanen HHCTUTYT 3a TexHOJOTHja, HaM]ja
Carxapaj Benkarecan, Harmonanen nHCTHTYT 3a TexHoONOTHja, MHIMja
ITerap Ilenna, Yuusepsurer Bo bamwa Jlyka, bocHa n Xepuerosuna
Hanuno Kanaco, Yausepsuret Bo bamwa Jlyka, bocna n Xepuerosuna
Mera Jlax, YauBepauteT Bo JbyOibana, PerryOnuka CroBenuja

Hamura Cyomnoto, YauBep3utet Bo JbyOsrana, Penyonuka CioBenuja
Amna [lenmnuep-Canues, Yausepsurer Bo Hotuaram, Bennka bpuranuja
Majkn I'punn, Yuusepsurer Bo Hortunram, Benuka bpuranuja

Tatjana ['ypun, Yausepsurer Bo Hosu Can, Perryonmka Cpouja

Jnana [lomoBuk, Yausepsurer Bo Hou Can, Perryonmka Cpouja

Kan ITorr Mejep, Yuusep3uter Bo Ctpazdyp, Penyonmka @pannuja

’Kan Mapk Bepkpy3, YauBep3uter Bo Aptya, Peryonuka ®@panimja
Peryna bycun, 1lIBajmapuja

Harame ®uopero, Yausepsurert Bo Ilepymna, Utanmja

Omusep XepOct, YHHBep3uTeT Bo Bypioypr, ['epmannja

[Maxunga E3at, Yausepsurer Bo Kaupo, Eruner

[lynujan Yen, YausepsuteT Kyprun, ABcTpanuja



PALIMPSEST
International Journal for Linguistic, Literary
and Cultural Research

PUBLISHED BY
Goce Delchev University, Faculty of Philology, Stip

EDITOR-IN-CHIEF
Ranko Mladenoski

EDITORIAL BOARD

Victor Friedman, University of Chicago, USA

Tole Belcev, Goce Delchev University, Macedonia

Nina Daskalovska, Goce Delchev University, Macedonia

Alla Sheshken, Lomonosov Moskow State University, Russian Federation
Olga Pankina, NGO Macedonian Cultural Centre, Russian Federation
Astrid Simone Hlubik, King Michael I University, Romania

Alina Andreea Dragoescu Urlica, King Michael I University, Romania
Suncana Tuksar, Juraj Dobrila University of Pula, Croatia

Sasa Vojkovi¢, University of Zagreb, Croatia

Sandor Czegledi, University of Pannonia, Hungary

Eva Bis, University of Pannonia, Hungary

Husejin Ozbaj, GAZI University, Republic of Turkey

Oztiirk Emiroglu, University of Warsaw, Poland

Elena Daradanova, Sofia University “St. Kliment Ohridski”, Republic of Bulgaria
Ina Hristova, Sofia University “St. Kliment Ohridski”, Republic of Bulgaria
Joseph Ponniah, National Institute of Technology, India

Sathyaraj Venkatesan, National Institute of Technology, India

Petar Penda, University of Banja Luka, Bosnia and Herzegovina
Danilo Capasso, University of Banja Luka, Bosnia and Herzegovina
Meta Lah, University of Ljubljana, Republic of Slovenia

Namita Subiotto, University of Ljubljana, Republic of Slovenia

Ana Pellicer Sanchez, The University of Nottingham, United Kingdom
Michael Greaney, Lancaster University, United Kingdom

Tatjana Durin, University of Novi Sad, Republic of Serbia

Diana Popovic, University of Novi Sad, Republic of Serbia

Jean-Paul Meyer, University of Strasbourg, French Republic
Jean-Marc Vercruysse, Artois University, French Republic

Regula Busin, Switzerland

Natale Fioretto, University of Perugia, Italy

Oliver Herbst, University of Wurzburg, Germany

Chahinda Ezzat, Cairo University, Egypt

Julian Chen, Curtin University, Australia



PEJAKIIUCKHU COBET

Jlycu KapanukonoBa-HouopoBcka
Tone benuen

Huna JlackamnoBcka

bunjana MBanoscka

Ega I'opfueBcka

Mapuja JleoHTHK

JoBana Kapanuknk JocumoBcka
Harxka JankoBa-Anaro3oBcka

JASUYHO YPE/1YBAILE

Panko MmaneHOCKH (MaKeIOHCKH ja3HK)

Becna [IpogaHoBcka (aHIIIMCKH ja3HK)

Tone bemde (pycku ja3uk)

bunjana MBaHoBCKa (TepMaHCKH ja3HK)

Mapuja JleonTnk (Typcku jazuk)

EBa 'oprueBcka (¢hpaHITyCcKH ja3uk)

Joana Kapanukuk JocumMoBcKa (MTaIMjaHCKH ja3HK)

TEXHUYKU YPE/ITHUK
Cnase Jumutpos

AIPECA

[MAJIMMIICECT
PEAAKLIMCKHN COBET
dunonowmwku GaxkyaTer

ya. ,,Kpcte Mucupkos* 6p. 10-A
. ¢ax 201

MK-2000 HItun

http://js.ugd.edu.mk/index/PAL

MerfyHapoIHOTO HAy4HO criucaHue ,,[lanummncect® n3nerysa qBamnaTi rOJUIIHO BO
revaTeHa M BO elIeKTpoHCKa (popMa Ha rmoceOHa BeO-CTpaHUIlA Ha BEO-TIOPTAIIOT
Ha YHUuBep3uTeTor ,,l ote Jemues* Bo Lltun: http://js.ugd.edu.mk/index.php/PAL

TpynoBuTe Bo CIMCaHUETO ce 00jaByBaaT Ha CIICIHHUTE ja3HIM: MAKEJOHCKH ja3UK,
AHTIIMCKH ja3WK, TEPMaHCKHU ja3HK, GPAHILyCKH ja3uK, PYCKH ja3HK, TYPCKH ja3uK

Y UTAIINjaHCKH ja3uK.
TpynoBuTe ce perieH3upaar.



EDITORIAL COUNCIL

Lusi Karanikolova-Chochorovska
Tole Belcev

Nina Daskalovska

Biljana Ivanovska

Eva Gjorgjievska

Marija Leontik

Jovana Karanikik Josimovska
Natka Jankova-Alagjozovska

LANGUAGE EDITORS

Ranko Mladenoski (Macedonian language)
Vesna Prodanovska (English language)

Tole Belcev (Russian language)

Biljana Ivanovska (German language)

Marija Leontik (Turkish language)

Eva Gjorgjievska (French language)

Jovana Karanikik Josimovska (Italian language)

TECHNICAL EDITOR
Slave Dimitrov

ADDRESS
PALIMPSEST
EDITORIAL COUNCIL
Faculty of Philology
Krste Misirkov 10-A
P.O. Box 201

MK-2000, Stip

http://js.ugd.edu.mk/index/PAL

The International Scientific Journal “Palimpsest” is issued twice a year in printed
form and online at the following website of the web portal of Goce Delcev
University in Stip: http:/js.ugd.edu.mk/index.php/PAL

Papers can be submitted and published in the following languages: Macedonian,
English, German, French, Russian, Turkish and Italian language.

All papers are peer-reviewed.







11

15

25

37

47

55

COAPXKHUHA / TABLE OF CONTENTS

HNPEATIOBOP

Ega lopfuescka, ypenuuk na ,,[lanummcect™
FOREWORD

Eva Gjorgjievska, Editor of “Palimpsest”

JABUK / LANGUAGE

Elena Shalevska
SENTENCE STRUCTURE IN HUMAN AND AI-GENERATED TEXTS: A
COMPARATIVE STUDY

Mehmet Kahraman

SOZLUKLERDE ALAN ETIKETLERININ ISLEVLERI UZERINE BIR
INCELEME: ‘KAZAK TILININ TUSINDIRME SOZDIGI’ ORNEGI

Mehmet Kahraman

A STUDY ON THE FUNCTIONS OF FIELD LABELS IN DICTIONARIES:
THE EXAMPLE OF “KAZAK TILININ TUSINDIRME SOZDIGI”

Mapuja JleonTuk

CHUHTAI'MU CO IJIATOJICKA TTIPUJABKA BO TYPCKHOT JA3UK U
HHWBHOTO ITPEJABAKBE BO MAKEJJOHCKHOT JA3HK

Marija Leontik

WORD GROUPS WITH A PARTICIPLE IN TURKISH LANGUAGE AND
THEIR EQUIVALENCE IN MACEDONIAN LANGUAGE

Mapuja CoxosoBa

VYIIOTPEBATA HA TAPOHUMCKUTE ITAPOBU YUTKO/MUTIIMBO U
I'EHETCKUW/TEHETUYKN

Marija Sokolova

THE USE OF PARONYM PAIRS READABLE / LEGIBLE AND GENETIC /
GENETICS

Hana Pelouskova

IST DAS MULTILINGUALE KORPUS INTERCORP EINE GEEIGNETE
MATERIALQUELLE FUR KONTRASTIVE UNTERSUCHUNGEN VON
PHRASEM-KONSTRUKTIONEN?

Hana Pelouskova

IS THE MULTILINGUAL CORPUS INTERCORP A SUITABLE SOURCE
OF MATERIAL FOR CONTRASTIVE ANALYSES OF PHRASEME
CONSTRUCTIONS?



65

77

91

103

115

127

135

Brikena Kadzadej, Admira Nushi

UBER GRENZEN HINWEG: EINE EMPIRISCHE ERFORSCHUNG DER
DEUTSCH-ALBANISCHEN ZWEISPRACHIGKEIT

Brikena Kadzadej, Admira Nushi

ACROSS BORDERS: AN EMPIRICAL EXPLORATION OF GERMAN
ALBANIAN BILINGUALISM

KHHNKEBHOCT / LITERATURE

Jacmuna MojcueBa-I'ymeBa

[MPUCYCTBOTO HA MATMYHUOT PEAJIM3AM BO IIPO3ATA HA XXMNBKO
YUHIO

Jasmina Mojsieva-Gusheva

THE PRESENCE OF MAGIC REALISM IN THE NOVEL AND SHORT STORY
OF ZIVKO CINGO

Co¢muja NBanoBa, Panko MuiageHocku

CUHOHMMHUTE XEHCKHN JIMKOBU BO MAKEJJOHCKATA JPAMA OJ
I[TPBATA ITOJIOBMHA HA 20 BEK

Sofija Ivanova, Ranko Mladenoski

THE SYNONYMOUS CHARACTERS WITH THE ACTING FUNCTION OF
HELPERS IN THE MACEDONIAN DRAMA FROM THE FIRST HALF OF THE
20™ CENTURY

Mauro Dujmovi¢, Sunc¢ana Tuksar

AI-DRIVEN COMMUNICATION: THE ROLE OF ARTIFICIAL INTELLIGENCE
IN SHAPING CONSUMERISM AND SOCIAL CONTROL IN BRAVE NEW
WORLD AND NINETEEN EIGHTY-FOUR

Luisa Emanuele

LA PRIGIONE DEL LUSSO E DELLA FAMA. L’IDENTITA FITTIZIA DA
FITZGERALD ALLA CONTEMPORANEITA DIGITALE

Luisa Emanuele

THE PRISON OF LUXURY AND FAME. FICTITIOUS IDENTITY FROM
FITZGERALD TO DIGITAL CONTEMPORANEITY

Zeki Giirel

HALID ZiYA USAKLIGIL’IN NEMIDE ADLI ROMANI UZERINE
Zeki Giirel

A STUDY ON HALID ZIYA USAKLIGIL’S NOVEL “NEMIDE”

Lindita Kazazi, Aterda Lika
LATRADUZIONEDELLAPOESIAITALIANANELL’ALBANIADITTATORIALE
—IL CASO DI NIKOLLE DAKAJ TRA LA RESISTENZA E LA PERSECUZIONE
Lindita Kazazi, Aterda Lika

THE TRANSLATION OF ITALIAN POETRY IN DICTATORIAL ALBANIA - THE
CASE OF NIKOLLE DAKAJ — BETWEEN RESISTANCE AND PERSECUTION



149

159

169

181

191

203

215

KWVITYPA / CULTURE

Karuna KynaBkosa

HAPIOU3MOT HA MAJIMTE PA3JIMKU 1 BAJIKAHU3AILIMJATA
Katica Kulavkova

THE NARCISSISM OF MINOR DIFFERENCES AND BALKANIZATION

Typkaun Oauaj

[MMOHEPUTE HA BYTAPCKATA IIPEPOJFA HA CTPAHUIUTE HA
TYPCKOTO CIIMCAHUE ,,JIIEXBAJI*

Tiirkan Olcay

THE PIONEERS OF THE BULGARIAN REVIVAL ON THE PAGES OF THE
TURKISH MAGAZINE “SHEHBAL”

Ozge Nur Unal

SAMANIZM VE ESKI TURK INANC SISTEMINDEN IZLER TASIYAN BiR
DUGUN RITUELI: TAVUK GETIRME OYUNU

Ozge Nur Unal

A WEDDING RITUAL WITH TRACES OF SHAMANISM AND THE OLD
TURKISH BELIEF SYSTEM: CHICKEN FETCHING GAME

METOIUKA HA HACTABATA / TEACHING METHODOLOGY

Kamran Akhtar Siddiqui

ATTITUDES OF BUSINESS UNDERGRADUATES TOWARDS ENGLISH-
MEDIUM INSTRUCTION FOR THEIR ACADEMIC AND PROFESSIONAL
CAREER ASPIRATIONS: A CASE STUDY

Anastasija Anastasova, Nina Daskalovska
LANGUAGE PROFICIENCY AND SPEAKING ANXIETY IN MACEDONIAN
LEARNERS OF ENGLISH

Martina Mihaljevié, Maja Piv€evié

TRAITEMENT DES ERREURS ORALES EN FLE — ATTITUDES ET
PREFERENCES

Martina Mihaljevi¢, Maja Pivéevié

ORAL ERRORS TREATMENT IN FLE CLASSROOM: ATTITUDES AND
PREFERENCES

Jonida Bushi, Ema Kristo
DIEROLLEDERGESCHICHTEBEIMERLERNENVONFREMDSPRACHEN:
EIN BESONDERER FOKUS AUF DIE DEUTSCHE SPRACHE

Jonida Bushi, Ema Kristo

THE ROLE OF HISTORY IN LEARNING FOREIGN LANGUAGES: A
SPECIAL FOCUS ON THE GERMAN LANGUAGE



227

235

247

259

Marisa Janku

ARBEIT MIT KUNSTLICHER INTELLIGENZ IM DEUTSCHUNTERRICHT:
EINE FALLSTUDIE AM BEISPIEL VON CHATGPT

Marisa Janku

WORKING WITH ARTIFICIAL INTELLIGENCE IN GERMAN LESSONS: A
CASE STUDY USING THE EXAMPLE OF CHATGPT

Kevin Simonov, Nina Daskalovska
WHEN ARE STUDENTS AT THEIR PEAK PERFORMANCE?

MNPUKA3HU / BOOK REVIEWS

Mapuna {umutpuena-I'opruescka

OIIO3UTHOCTA KAKO OCHOBA HA POMAHOT ,CBETOT LUTO T'O
MN3bPAB* O/ KAJIMHA MAJIECKA

Marina Dimitrieva-Gjorgievska

OPPOSITION AS THE FOUNDATION OF THE NOVEL THE WORLD I
CHOSE BY KALINA MALESKA

JOIJATOK / APPENDIX

[TOBUK 3A OBJABYBAKBE TPY/IOBU

BO MEI'YHAPOJIHOTO HAYYHO CITUCAHHUE ,,[TAJIUMIICECT*
CALL FOR PAPERS

FOR THE INTERNATIONAL SCIENTIFIC JOURNAL “PALIMPSEST”



UDC 004.8:81°367.335
UDC 81°367.335:801.82
DOI: https://doi.org/10.46763/PALIM25101915sh

Original research paper

SENTENCE STRUCTURE IN HUMAN AND AI-GENERATED TEXTS:
A COMPARATIVE STUDY

Elena Shalevska
St. Kliment Ohridski University, Bitola, North Macedonia
elena.shalevska@uklo.edu.mk

Abstract: This mixed-method study analyzes the syntactic differences between
human and Al-generated text. To this end, the study includes a corpus of 20 essays (10
human, 10 ChatGPT-generated) across 10 topics, with each sentence in those essays
manually coded for structure (simple, compound, complex, compound-complex).
Sentence length, total word count, and number of sentences are also measured to gain
further insights. Preliminary results indicate that 1. Humans’ sentences are longer, on
average; 2. Both human-written and Al-generated texts rarely include compound-complex
sentences; 3. 60% of Al-generated text have no compound-complex sentences whatsoever,
and 4. Both Al and human texts consistently rely heavily on simple sentences, though
human-authored pieces of writing display more variation in their use of simple sentences
across different essays.

Keywords: Syntactic features; Syntax; Artificial Intelligence; Academic Writing;
Comparative analysis.

1. Introduction

The introduction and widespread use of Large Language Models (LLMs)
has revolutionized natural language processing (NLP), enabling machines i.e.
Artificial Intelligence (Al) to easily generate text that closely mirrors human
writing (Kaplan, 2024). Al-based models, such as OpenAl’s GPT series have taken
the world by storm and have, since their introduction, found their use in different
domains, including textual content creation. The now increasing prevalence of such
Al-generated text, however, raises questions about the linguistic characteristics
of these texts, compared to human-authored pieces of writing. And in an era
where Al texts are getting more and more difficult to detect, understanding these
differences can be crucial for better authorship attribution, plagiarism detection,
and, of course, the development of future, improved Al systems that produce text
that resembles human writing even more closely.

Recognizing this, this study aims to compare the syntactic features of human
and Al-generated essays, focusing on sentence structure in particular. By analyzing
the frequency and distribution of simple, compound, complex, and compound-
complex sentences, and the average sentence length, the study sets out to identify
patterns that possibly distinguish human writing from Al-generated text.
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1.1. Sentence Structure: Basic Notions

Analyzing sentence structure provides valuable insights into how meaning
is conveyed in English. According to Radford (2009), the basic sentence types
in English are simple, compound, complex, and compound-complex. A simple
sentence consists of a single independent clause; a compound sentence contains
two or more independent clauses joined by a coordinating conjunction; a complex
sentence includes one independent clause and at least one dependent clause; a
compound-complex sentence combines multiple independent clauses with at
least one dependent clause. Understanding these structures is crucial for syntactic
analysis, as the structures themselves reveal the relationships between different
sentence elements (Radford, 2009).

1.2. Literature Review

LLMs have significantly advanced the field of text generation. Models
like GPT-2 and GPT-3 utilize transformer architectures to produce coherent and
contextually relevant text across various applications (Ijibadejo Oluwasegun &
Altamimi, 2023). And they are getting more and more advanced. These models
now excel at summarization, translation, and content creation (Kaplan, 2024).
However, the quality of the text they generate is influenced both by the user and
their prompt and the decoding strategies that the model uses during generation,
with methods like greedy search, beam search, and top-k sampling affecting the
fluency and diversity of the output (Singh et al., 2023).

Al-generated texts, as the most popular area of computer-generated content,
have thus been gaining momentum in the research community. Research into
the linguistic features of Al-generated text, in particular, has identified distinct
patterns that differentiate it from human writing. Goom (2023) explores the
differences between Al-generated and human-written text focusing on two key
metrics: perplexity and burstiness. Perplexity measures how well a language
model predicts the next word in a sequence, with lower scores indicating better
predictability. Human-written text typically has higher perplexity due to the
complexity of human thought. Burstiness refers to the variation in sentence length
and structure, with human writing often showing greater diversity and creativity.

Other studies have shown that Al-generated texts, particularly news articles,
often exhibit differences in sentence length distribution, use of dependency and
constituent types, and emotional tone compared to human-authored articles
(Munoz-Ortiz et al., 2023). Zhou et al. (2023) also studied news articles and
compared Al-generated and human-created misinformation about COVID-19.
Using a dataset of human-written misinformation, they prompted GPT-3 to produce
synthetic fake news. Their analysis showed that Al-generated misinformation was
more emotionally charged and used more attention-grabbing language.

Al-writings were also studied by Shah et al. (2023). They suggest that Al-
generated content may lack the sentence variety and complexity characteristic of
human writing, potentially due to the models’ training on large but generalized
datasets. Studying a corpus of Al and human texts, Shalevska (2024) found that
Al writings include no boosters, and rely heavily on hedges such as “may”. These
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linguistic discrepancies have the potential to help us better detect Al-generated
text, with various methods still being developed to identify this kind of content
based on stylistic and structural features (Alamleh et al., 2023). This study
builds upon these findings by contrasting human essays and Al-produced ones.
The outlined differences can be further understood through the lens of syntactic
complexity theory. This theory posits that the ability to produce varied and intricate
sentence structures is a hallmark of advanced language proficiency and cognitive
engagement (Ortega, 2003).

Furthermore, it is important to note that Al writing has also become part
of academic writing in various educational and non-educational settings and has
sparked discussions regarding its benefits and challenges. Some research shows
that Al tools can assist non-native English speakers in improving their writing
by providing suggestions for grammar and style (Warschauer et al., 2023).
However, concerns have been raised about the potential for Al-generated text to
undermine academic integrity, particularly in cases where students may use Al to
produce essays or assignments (Woo et al., 2023). Furthermore, the use of Al in
academic writing calls for taking a closer look at how we discuss ethics, academic
misconduct and the ethical implications of Al misuse as well as the urgent need
for improved guidelines that stress responsible use (Warshauer et al, 2023).

In terms of human writing and academic writing in particular, some studies
have shown that both male and female authors predominantly use simple sentences
(around 50%), followed by complex sentences (37-41%), with compound and
compound-complex sentences being less frequent (Saragih & Hutajulu, 2020).
This suggests that gender does not significantly influence sentence type usage
in academic writing (Saragih & Hutajulu, 2020). Other research has shown that
human essays typically include all four sentence types with simple and compound
sentences being most common, while compound-complex sentences — least
frequent (Qonitatun, 2016). As for sentence length, traditionally, researchers
have examined the statistical properties of sentence length distribution to
resolve questions of disputed authorship. This approach dates back to studies by
Mendenhall in 1887 and Yule in 1939. All of these stylistic features can be the
cornerstone for distinguishing Al-generated texts from human-authored ones.
And this, in turn, provides the foundation for this study’s comparative analysis of
sentence complexity and length in essays produced by both sources.

2. Research Methodology

The aim of this study is to uncover patterns in sentence structure usage across
four syntactic categories: simple, compound, complex, and compound-complex
sentences, as well as average sentence length, as a separate feature. To achieve
this, this study employs a mixed-method research design (Brewer & Hunter, 1989;
Ackroyd & Hughes, 1992), using both qualitative and quantitative analyses to
compare the syntactic features of human-authored and Al-generated texts. The
obtained results, thus, are both objective and subjective (Cohen & Manion, 1994)

As for the sample that serves as the cornerstone of this research, the study
includes a self-made corpus (Sinclair, 1991) that offers an opportunity to study

17
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authentic texts with greater objectivity (Svartvik, 1992). The corpus includes 20
essays—10 written by human authors and 10 generated by ChatGPT. The Al-
generated essays were generated by the author, during the month of January, 2025
using OpenAl’s free ChatGPT-3.5 model, prompted to produce an essay on the
same topics as the human-written one, using a simple, standardized prompt of:
“Write an essay on ___ . Thus, essays on 10 different topics were generated, with
two essays (one human-written and one Al-generated) per topic in the corpus,
to ensure consistency and comparability. Human-written essays were collected
from publicly-available essays written for the TOEFL exam. It is important to
note that while Al-generated texts can be tailored (using the prompt) to specific
stylistic and syntactic instructions, human writers—such as students preparing for
exams like the TOEFL—often operate under instructional constraints, including
expected word counts and stylistic conventions taught in class. This distinction
may influence the nature of the outputs and should be considered. Still, it does
not undermine the validity of the study; rather, it underscores the importance of
contextual awareness when evaluating such comparisons.

To quantitatively compare the syntactic features between human-written
and Al-generated essays, the Mann-Whitney U Test, a non-parametric statistical
test, was employed (Mann & Whitney, 1947). This test was selected due to its
suitability for small sample sizes (n = 10 per group) and its lack of assumption
regarding normality of the data, which could not be guaranteed given the limited
corpus size and potential non-normal distribution of variables.

2.1. Coding and Classification
Each sentence in the essays was manually coded (Maxwell, 2005 & Flick,
2014) to identify its structure and categorized into one of four syntactic types:
1. Simple sentences — containing one independent clause.
2. Compound sentences — containing two or more independent clauses.
3. Complex sentences — containing one independent clause and at least
one dependent clause.
4. Compound-complex sentences — containing two or more independent
clauses and one or more dependent clauses.
The following metrics were also analyzed for each essay:
» Total number of sentences per essay;
*  Frequency of each sentence type;
e Total word count;
* Average sentence length (calculated automatically in MO Excel, as the
total number of words divided by the total number of sentences)
Quantitative data were analyzed using MO Excel, while the qualitative
analysis, relied on interpretative-inductive methods of Khalke (2014) and aimed to
interpret the stylistic patterns and syntactic choices in the texts. The data obtained,
in full, is available in Appendix 1.

2.2. Limitations
Before proceeding with the results, it is important to acknowledge some
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limitations. Firstly, the study is limited to a small sample size of essays, which
may constrain the generalizability of findings. Additionally, the Al-generated texts
were produced using a single model (the model of ChatGPT-3.5), which may not
fully represent the diversity of Al models. Despite these limitations, it is believed
that the study offers valuable insights into the stylistic features of Al-generated
texts that could be expanded on in the future.

3. Results and Discussion

The analysis conducted for the purpose of this study primarily compared
the sentence structures of Al-generated and human-written essays across four
categories: simple, compound, complex, and compound-complex sentences. All
the sentences in the corpus were manually coded by the author. A total of 357
sentences were analyzed and coded across the two corpora, with 120 of them
being generated by ChatGPT and 237 written by humans. The obtained data, in
full, is as follows:

= 0 = -
2 : 5 3z % g :at
= ) =, S = g5 £ = £ 25
= = £ 2 g s & =2 LT =
7 = ) £ 3 FE £z g5 g
S © S° s £ z2z°
Essay
1. Why People Attend
College/ University 5 3 1
- Al (41.6%) (25%) 3 (25%) (8.33%) 12 148 12.33
Why People Attend
College/ University 12 2
-- Human (50.00%) 3 (12.50%) 7 (29.17%) (8.33%) 24 428 17.83
2. Parents Are the Best 5 3 1
Teachers -- Al (41.6%) (25%) 3 (25%) (8.33%) 12 151 12.58
Parents Are the Best 10 1
Teachers -- Human (45.45%)  5(22.73%) 6 (27.27%) (4.55%) 22 491 22.32
3. Not Everything 2
Learned in Books -- Al 6 (50%) (16.6%) 4(333%) 0 12 148 12.33
Not Everything
Learned in Books -- 11 1
Human (52.38%)  3(14.29%) 6 (28.57%) (4.76%) 21 329 15.67
4. Factory Near 2
Community -- Al 5(41.6%)  (16.6%) 5(41.6%) 0 12 148 12.33
Factory Near 12 1
Community -- Human  (50.00%) 4 (16.67%) 7 (29.17%) (4.17%) 24 390 16.25
3
5. One Change in 1
Hometown -- Al 5(41.6%)  (25%) 3 (25%) (8.33%) 12 148 12.33
One Change in 10
Hometown -- Human  (55.56%) 2 (11.11%) 6(33.33%) 0 18 290 16.11
2
6. Media Influence on
Behavior 5(45.4%) (18.1%) 4(363%) 0 11 194 17.64
Media Influence on 1
Behavior -- Human 8 (40.00%) 5 (25.00%) 6 (30.00%) (5.00%) 20 512 25.60
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7. Television and 3

Communication -- Al 4 (36.3%)  (27.2%) 4(363%) 0 11 191 17.36

Television and

Communication -- 10 10 1

Human (35.71%)  7(25.00%) (35.71%)  (3.57%) 28 654 23.36
3

8. Hard Work vs. Luck

-- Al 5(41.6%)  (25%) 4(333%) 0 12 194 16.17

Hard Work vs. Luck 1

-- Human 9(37.50%) 5(20.83%) 9 (37.50%) (4.17%) 24 502 20.92

9. Equal Funding for 3

Sports and Libraries 1

- Al 6(46.1%) (23.08%) 3 (23.08%) (7.69%) 13 195 15.00

Equal Funding for

Sports and Libraries 10 2

-- Human 8(30.77%) 6 (23.08%) (38.46%)  (7.69%) 26 458 17.62

10. Eating at Food 9

Stands vs. at home

-- Al 7(53.8%) (15.3%) 4(30.7%) 0 13 204 15.69

Eating at Food Stands 11 10 1

vs. at home -- Human  (36.67%) 8 (26.67%) (33.33%)  (3.33%) 30 513 17.10

Table 1: Sentence type frequency in the essays in the corpus

Additional metrics, including total number of sentences (calculated by the
author using MS Excel), total number of words, and average number of words per
sentence (all machine-calculated) were also evaluated to better understand how
humans write and how machines try to imitate them.

In terms of the four sentence categories, the following trends were observed:

3.1. Simple Sentences

The obtained data shows that Al-generated texts consistently rely heavily on
simple sentences, making up approximately 36.36% to 53.85% of all sentences.
Humans also seem to use simple sentences significantly but less dominantly, with
numbers ranging from 35-55%. Thus, it is clear that both Al and human essays
rely heavily on simple sentences, with Al texts having a greater uniformity in their
proportion across all essays.

Human writers, on the other hand, display more variation in their use of
simple sentences across different essays. This supports the findings of Shah et al.
(2023), who argue that Al lacks the sentence variety seen in human writing.

One might argue that simple sentences dominate in Al-generated texts due
to their emphasis on clarity and straightforwardness. Human writers also seem to
use simple sentences effectively but balance them with more complex structures,
enhancing expressiveness. This balance suggests that human writers instinctively
vary sentence structures for impact, while Al models tend toward uniformity.

3.2. Compound Sentences

Data shows that both Al and human texts have a similar range of compound
sentences, and that compound sentences, in general, are used less frequently across
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the corpus. In Al texts, these sentences make up about 15-27% of all sentences,
while in human texts, their prominence ranges between 11-27%.

Though similar in a general overview sense, Al’s percentages are more
clustered around 20-25%, while human writing fluctuates more. This suggests that
Al-generated texts might be less dynamic in sentence structure, which reinforces
Goom (2023)’s claims that human writing exhibits greater burstiness.

3.3. Complex Sentences

Complex sentences are consistently used by both Al and human writers, but
human texts generally show a higher proportion (28-38%) of them compared to
Al texts (23-41%). Al on the other hand, has a slightly wider range of complex
sentences use.

The use of complex sentences in Al-generated texts indicates some ability of
the model to handle dependent clauses, but the lower overall percentage compared
to human texts suggests limited syntactic sophistication. Human writers use
complex sentences to convey more complex arguments and layered ideas, and
this, in turn, improves the depth of their writing. The higher frequency in human
texts may reflect people’s ability to articulate relationships between ideas more
effectively — a skill that ChatGPT can currently only partially emulate.

3.4. Compound-Complex Sentences

Compound-complex sentences allow for the simultaneous presentation
of multiple ideas and their interrelationships — something that can be seen as a
hallmark of advanced writing. However both Al and human texts rarely include
these sentences, with percentages ranging from 0-8% in both groups.

The obtained data shows that Al-generated texts include very few compound-
complex sentences, and in many essays, they are avoided altogether. In fact, only
4 of the 10 Al-produced essays include such type of sentence. Humans also seem
to steer away from compound-complex sentences, but still, the overall distribution
of such sentences in the human-authored corpus is more varied. 9 out of the 10
human-authored essays include at least one compound-complex sentence. This
suggests that human texts have a more natural balance of complexity. This fits
with the insights of Mufioz-Ortiz et al. (2023) who noted that Al-generated texts
often differ in their use of syntactic structures and Qonitatun (2016) who noted
that human essays typically include all four types of sentences.

3.5. Sentence Length

To gain further insights into the syntactic and stylistic features of Al generated
texts, the average sentence length of the texts in both corpora was also considered.
The data shows that Al-generated sentences include anywhere from 12.33 to 17.64
words per sentence, while human-written sentences include 15.67 to 25.60.

On average, human-written essays have longer sentences (averaging
at approximately 19.28 words per sentence) than Al-generated essays (with
approximately 14.38 words per sentence) (Graph 1), supporting the observation
that Al tends to produce more concise and uniformly structured text compared
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to the more varied and elaborate sentence construction typically found in human
writing. This also supports the findings of Muiloz-Ortiz et al. (2023), who found
that Al and human texts differ in sentence length distribution. Thus, Al essays
tend to be more concise, keeping sentences within a narrow range of lengths,
while human writers produce longer, more varied sentences, which may lead
to greater burstiness, as indicated by previous research (Goom, 2023). To
quantitatively assess the difference in average sentence length between human-
written and Al-generated essays, a Mann-Whitney U Test was also conducted
using the data from Table 1. The test yielded a U statistic of 11 and a p-value
of 0.006 (two-tailed), indicating a statistically significant difference (p < 0.05)
between the two groups. This result confirms that human-written essays feature
significantly longer sentences on average (approximately 19.28 words) compared
to Al-generated essays (approximately 14.38 words), aligning with observations
of greater syntactic variation and elaboration in human writing, as noted by other
authors.

3.6. Additional Insights

If one takes a closer look at the essays and their content, beyond the coding, one
can speculate that humans bring experiential knowledge, cultural understanding,
and emotional resonance to writing. This is something that Al models only try to
imitate. It is the author’s impression that Al models bring algorithmic knowledge
and vast (yet still limited) training data that comes with a plethora of constraints.
These factors contribute to the ability of humans to better “infuse” their writing
with a personal voice, and variation in style, which, in turn, makes their writing
more relatable and engaging.

In contrast, AI models like ChatGPT excel in producing grammatically
accurate and semantically coherent texts. The Al-generated texts include no
grammatical or spelling errors, which is not the case with the human-authored
ones. Additionally, unless prompted to maintain a certain word count — something
that was not done in this study, Al-generated essays tend to be shorter and more
uniform in length. Thus, 6 out of the 10 essays in the Al corpus include 12
sentences with the 4 remaining being essays of 11 or 13 sentences in length. The
texts average 12 sentences in length. In contrast, human essays tend to be longer,
almost double that, averaging 23,7 sentences in length. This reflects the organic
nature of human thought processes, where ideas are explored in depth, often
leading to longer and more complex texts. This also suggests a potential tendency
for humans to elaborate, digress, or provide additional context — something that
enriches the narrative but may also result in inconsistencies or errors.

The strengths and limitations of both human and Al writing suggest their
complementary roles. So, Al can assist with writing tasks requiring precision,
efficiency, or large-scale content generation, while humans can focus on the
creative, emotional, and culturally-charged aspects of writing. This further shows
the unique value that human writers bring to the table. While Al models excel in
technical accuracy and efficiency, they still remain a too/ that complements rather
than replaces human creativity.
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4. Conclusion

Humans and Al models produce texts that differ. And while they each have
their strengths, it is important to acknowledge these differences. While both
humans and Al use simple sentences frequently, Al exhibits a higher degree of
uniformity in their proportion. Human writing demonstrates more variation in
simple sentence use. Similarly, while both use compound sentences, Al’s usage is
less dynamic than human writing. Humans also employ complex sentences more
frequently, suggesting a greater capacity for conveying layered ideas and complex
arguments. Compound-complex sentences, though rare in both, appear slightly
more often and with greater distribution in human-written text, indicating a more
natural balance of complexity.

Beyond syntax, it is also worth reflecting on qualities often attributed to
human writing, such as experiential knowledge, cultural understanding, and
emotional resonance—things that Al, despite its algorithmic sophistication and
access to vast training data, may only approximate at a superficial level. While Al
excels at producing grammatically flawless and semantically coherent texts, which
tend to be shorter and more uniform in length, human writing is frequently more
varied and exploratory, reflecting the non-linear nature of thought. Although this
paper does not present direct qualitative evidence of these traits, such reflections
highlight potential areas of distinction that may inform future research. Because
as Al continues to evolve, further research will be needed to explore how these
syntactic differences influence reader perception, engagement, and trust. By
deepening our understanding of the linguistic features of Al-generated text, we can
better detect Al generated content and navigate the opportunities and challenges
posed by the integration of artificial intelligence in writing. It may be safe to
say that as Al continues to improve, the boundary between human and machine-
generated writing may blur, but creativity and original thought will never stop
being inherently human.
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