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PRACTICAL APPLICATION OF SIMPLEX METHOD FOR SOLVING LINEAR 
PROGRAMMING PROBLEMS 

 
Aleksandar, Velinov1, Vlado, Gicev 1  

 
1Faculty of Computer Science, Goce Delcev University, Stip, Macedonia  

aleksandar.velinov@ugd.edu.mk 
vlado.gicev@ugd.edu.mk 

 
Abstract: In this paper we consider application of linear programming in solving optimization problems with 
constraints. We used the simplex method for finding a maximum of an objective function. This method is 
applied to a real example. We used the “linprog” function in MatLab for problem solving. We have shown, 
how to apply simplex method on a real world problem, and to solve it using linear programming. Finally we 
investigate the complexity of the method via variation of the computer time versus the number of control 
variables. 
Keywords: simplex method, linear programming, objective function, complexity. 
 
 

1. Introduction  
Linear programming was developed during World War II, when a system with which to maximize the efficiency 

of resources was of utmost importance. New war-related projects demanded optimization of constrained resources. 
“Programming” was used as a military term that referred to activities such as planning schedules efficiently or 
deploying men optimally [1].  

Mathematical programming is that branch of mathematics dealing with techniques for maximizing or minimizing 
an objective function subject to linear, nonlinear, and integer constraints on the variables. Special case of mathematical 
programming is a linear programming. Linear programming is concerned with the maximization or minimization of a 
linear objective function with many variables subject to linear equality and inequality constraints [2]. Linear 
programming can be viewed as a part of a great revolutionary development. It has the ability to define general goals 
and to find detailed decisions in order to achieve that goals. It can be faced with practical situations of great complexity. 
To formulate real-world problems, linear programming uses mathematical terms (models), techniques for solving the 
models (algorithms), and engines for executing the steps of algorithms (computers and software) [3].  

Optimization principles have important aspect in modern engineering design and system operations in various 
areas. Computers capable of solving large-scale problems contribute to the recent development of new optimization 
techniques. The main goal of these techniques is to optimize (maximize or minimize) some function f. This functions 
are called objective functions. As a case study we used the objective function f that represent the revenue of the 
production of electronic elements, more precisely graphics cards. We used methods for maximizing the revenue of 
the company. Using linear programming, we can model wide variety of objective functions as: yield per minute in a 
chemical process, revenue in a production of cars, the hourly number of customers served in a bank, the mileage per 
gallon of a certain type of car, the production of computers on monthly basis and so on. Sometimes we may want to 
minimize f if f is the cost per unit of producing certain graphics cards (opposite of our example where we maximize 
the revenue of production), the operating cost of some power plant, the time needed to produce a new type of car, the 
daily loss of heat in a heating system, the costs for IT infrastructure in some company and so on.  

In most optimization problems the objective function f depends on several variables:  

x1, x2,…..xn                                                                                                                                                                            

These variables are called “control variables” because we can control them, that is, we can choose their values. For 
example the production of some plant may depend on temperature x1, moisture content x2, nitrogen in the soil x3. The 
efficiency of a certain air-conditioning system may depend on air pressure x1, temperature x2, cross-sectional area of 
outlet x3, moisture content x4, and so on. The optimization theory develops methods for optimal choices of x1,…,xn, 
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SOME FIXED POINT RESULTS FOR     CONTRACTION SET - 
VALUED MAPPINGS IN CONE METRIC SPACES 

Diana Kirilova Nedelcheva 
Department of Mathematics, Technical University of Varna,  Bulgaria  

dkondova@abv.bg 
 

Abstract. In this paper are consider two     contraction set valued mappings in cone metric spaces. For the 
composition of these two set - valued mappings is proved a fixed point theorem. With the idea of obtaining the 
uniqueness of the fixed point in the single - valued case is made an additional assumptions, too.  
Key words:    admissible set valued mapping;     contraction set valued mappings; cone metric 
space; fixed point theorem; generalized Hausdorff distance. 
This paper was partially supported by the Bulgarian National Scientific Fund, Grant DFNI-I02/10. 

1. Introduction 
Huang and Zhang [8] have examined cone metric spaces over solid Banach spaces. Cone metric spaces 
can be considered as a generalized version of the metric spaces. The above - mentioned researchers 
determined convergence and completeness in such spaces and provided a proof of some fixed point 
theorems for contractive single-valued mappings. Samet [15] has presented the notions of    
admissible and     contractive type mappings and as a result established some fixed point 
theorems using these concepts. The reader can find more fixed point results via admissible operators and 
variations of     contractive type mappings in [1],[2],[3],[4],[5],[6],[10],[12],[14],[15].  

Let ( )EE   be a real Banach space with zero element   Let P  be a subset of E  satisfying the 
following conditions:   
(P1) P  is non-empty closed and P { }    
(P2) ax by P   for all x y P   and a b R    0a b     

(P3) ( )P P { }    
These three conditions mean that P  is nonempty, closed, convex, pointed cone and P  is not the trivial 
cone. Moreover, we will assume that the cone P  has nonempty interior, i.e. P  is solid.  
Now we can define a partial order  on E  with respect to the cone P E   We will say that the 
element x  precedes y  and we will write x y  if and only if y x P    We will say that x  strictly 
precedes y  and write x y  if and only if y x P    but x y   Finally, we will write x y  if 
and only if inty x P    where int P  stands for the interior of P   
The cone P  is called normal if there is a number 0K    such that for all x y E    we have  

 E Ex y x K y     
The least positive number K  satisfying this inequality is called the normal constant of P  It is proved 
that 1K     
Throughout the paper we will always suppose that E  is a Banach space, P  is a nonempty closed convex 
pointed cone in E  with intP   When the cone needs to be normal it will be mentioned in the 
statements in the theorems.  
Definition 1.1. A cone metric space is an ordered pair ( )X d   where X  is any set and 
d X X E    is a mapping, satisfying 
 (i) ( )d x y P    that is ( )d x y    for all x y X   and ( )d x y    if and only if x y   
 (ii) ( ) ( )d x y d y x     for all x y X     
 (iii) ( ) ( ) ( )d x y d x z d z y      for all x y z X      
The elements of cone metric space ( )X d   are called points. Obviously, every metric space is a cone 
metric space over R  In [13] is shown that the theory of cone metric spaces over solid vector spaces is 
very close to the theory of the metric spaces.  
Convergence in cone metric space is defined as follows.  

UDK: 515.124:517.275
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Definition 1.2. ([8])Let ( )X d  be a cone metric space, let n{x }  be a sequence in X  and x X   If 
for any c P  with c  , there is 1N   such that for all n N   ( )nd x x c   then n{x }  is said 

to be convergent. We will say n{x }  converges to x  and write nx x   as n   
Further in the paper we will use the following results.  
Lemma 1.3. ([8]) Let ( )X d  be a cone metric space with cone P . Let n{x }  be a sequence in X   
Then  
 (i) n{x }  converges to x  if ( ) 0nd x x    as n  
 (ii) if P  is a normal cone then n{x }  converges to x  if and only if ( ) 0nd x x    as n   
Lemma 1.4. ([8]) Let ( )X d  be a cone metric space, P  is a normal cone with normal constant K  Let 

n{x }  be a sequence in X   If n{x }  converges to x  and  n{x } converges to  ,y  then .x y   

Definition 1.5. ([8]) Let ( )X d  be a cone metric space, n{x }  be a sequence in X  and let x X   If 
for any c P  with c , there is 1N   such that for all ,n m N   ( )n md x x c   then n{x }  is 

called a Cauchy sequence in X    
Definition 1.6. ([8]) Let ( )X d  be a cone metric space. If every Cauchy sequence is convergent in ,X  
then ( )X d  is called a complete cone metric space.  
Definition 1.7. ([8]) Let ( )X d  be a cone metric space. We say that a subset A  of X  is closed if for 

any sequence n{x }  in A  convergent to x  we have .x A  

Lemma 1.8. ([9],[13]) Let ( )X d  be a cone metric space with cone P . Then the following properties 
hold:  
(i)If u v  and v w  then u w  
(ii) If u v  and v w  then u w  
(iii) If u v  and v w  then u w  
(iv) If u c  for each c intP   then u     
(v) If c intP   and na  is a sequence in E  such that na  for all n  and na   as n  
then there exists N  such that for all n N   we have na c   
(vi) int intP P P   i.e., if u a and v b  then u v a b     
Following the notion of  admissible mapping ( see Samet [15]), Asl [5] introduced the multi-valued 
version of this concept   admissible operator. Mohammadi [12] extended this last notion to 
 admissible operator as follows.  
Definition 1.9. ([12]) Let X  be a non-empty set, F X X  and [0 )X X      be two given 

mappings. We say that F  is   admissible whenever for each 1x X  and 2 1x Fx  with 

1 2( ) 1x x     we have 2 3( ) 1x x     for all 3 2x Fx   
From now on we will suppose that   is a family of functions P P    that satisfy the following 
three assumptions  
(  1) ( )    and ( )t t   for t P { }  (consequently ( )t t  for all t P  );  
(  2) ( )t t  for all t   
(  3) ( ) ( )a b   whenever a b  (i.e.   is strictly order preserving).  
For a cone metric space we denote  

( ) isnon empty closedandboundedsubset of XCB X {A A }      
( ) fors p {q E p q} p E      

and  

Diana Kirilova Nedelcheva
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                ( ) s d a,b , 
b B

s a B


  for   a and ( )X B CB X    

Cho and Bae [7] introduced the concept of the generalized Hausdorff distance operator in cone metric 
spaces and obtained a fixed point results for multi-valued operators using this concept. For 

( )A B CB X   they considered the set  

( ) ( ) ( )
a A b B

s A B s a B s A b
 

   
      

   
 

and make the following remarks. 
Remark 1.10. ([7]) Let ( )X d  be a cone metric space. If E R  and [0 )P     then ( )X d  is a 
metric space. Moreover, for ( )A B CB X    ( ) inf ( )H A B s A B    is the Hausforff distance 
induced by d    
Remark 1.11. ([7]) Let ( )X d  be a cone metric space. Then, ( ) ( ( ))s {a} {b} s d a b    for a b X     
Definition 1.12. Let ( )X d  be a cone metric space, P P    and [0 )X X      are two 
given mappings. The multi-valued operator ( )F X CB X   is said to be an     contraction if  

( ( )) ( ) ( ) for alld x x x x s Fx Fx x x X                 
Lemma 1.13.  Let ( )X d  is a cone metric space in a real Banach space E   
(i) Let q P  and ( )A B CB X    If ( )q s A B    then ( )q s a B    for all a A    
(ii) Let q P  and 0    then ( ) ( )s q s q     
 
In [11], Kutbi and Situnavarat proved a contraction mapping principle for     contractive type set 
valued mapping. In this paper, our aim is to prove a similar result for a composition of two set valued 
mappings.  
  

2. Main result 
Theorem 2.1. (Double contraction principle for admissible set - valued mappings)  
Let ( )X d  and ( )Y D  are complete cone metric spaces with solid cone P  in a real Banach space E  
and     Let [0 )X X      and [0 )Y Y      are two given mappings. Let 

( )T X CB Y   and ( )S Y CB X   are set valued mappings such that the mapping S T  is  -
admissible operator and T S  is  -admissible operator. Suppose that the following conditions are 
satisfied:   
(i) ( ( )) ( ) ( ) for alld x x x x s Tx Tx x x X             
(ii) ( ( )) ( ) ( ) for allD y y y y s Sy Sy y y Y             

(iii) lim ( ) for alln

n
t t P { }  


      

(iv) there exist 0y Y      0 0x Sy   1 0y Tx  and 1 1x Sy   such that 0 1( ) 1x x    and 

0 1( ) 1y y       
(v) if the sequences n{x } X  and n{y } Y  are such that 1( ) 1n nx x     1( ) 1n ny y    for all 

n N  and n{x } x   n{y } y  as n  then ( ) 1nx x    and ( ) 1ny y    for all n N   

Then there exist x X  and y Y  such that x Sy  and y Tx   
 
Proof.  Let 0y Y      0 0x Sy   1 0y Tx   and 1 1x Sy  such that 0 1( ) 1x x    and 

0 1( ) 1y y     Then, using (i), we have  

0 1 0 1 0 1( ( )) ( ) ( )d x x x x s Tx Tx      

SOME FIXED POINT RESULTS FOR   CONTRACTION SET - VALUED 
MAPPINGS IN CONE METRIC SPACES
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and by Lemma 1.13 (i)  

0 1 0 1 1 1( ( )) ( ) ( )d x x x x s y Tx       
By the definition of s  there exists 2 1y Tx  such that  

0 1 0 1 1 2( ( )) ( ) ( ( ))d x x x x s D y y       
Furthermore, using Lemma 1.13 (ii) we have  

0 1 0 1 1 2( ( )) ( ( ) ( ))d x x s x x D y y       
By (iv) we have 0 1( ) 1x x    then 1 2 0 1 1 2( ) ( ) ( )D y y x x D y y     According to the definition of 

s  this means that 0 1 1 2 0 1( ) ( ) ( ( ))x x D y y d x x      And we come to  

      1 2 0 1( ) ( ( ))D y y d x x                                                                       (1) 
Now using (ii), we have  

1 2 1 2 1 2( ( )) ( ) ( )D y y y y s Sy Sy      

and since 1 1x Sy  we come to  

1 2 1 2 1 2( ( )) ( ) ( )D y y y y s x Sy       
According to the definition of s  there exists 2 2x Sy  such that  

1 2 1 2 1 2( ( )) ( ) ( ( ))D y y y y s d x x       
Then, by Lemma 1.13 (ii),  

1 2 1 2 1 2( ( )) ( ( ) ( ))D y y s y y d x x       
Moreover by (iv) since 2 1 1y Tx T Sy   and T S  is  -  admissible we have 1 2( ) 1y y     
consequently 1 2 1 2 1 2( ) ( ) ( )d x x y y d x x    and we come to 1 2 1 2( ) ( ( ))d x x D y y    Since 

  we have 1 2 1 2( ( )) ( )D y y D y y    . By (1) we have  

 1 2 0 1( ) ( ( ))d x x d x x    (2) 
Now we can use (i) again and we will have  
 1 2 1 2 1 2( ( )) ( ) ( )d x x x x s Tx Tx       
Since 2 1y Tx   we have  

 1 2 1 2 2 2( ( )) ( ) ( )d x x x x s y Tx       
By the definition of s  there exists 3 2y Tx  such that  

 1 2 1 2 2 3( ( )) ( ) ( ( ))d x x x x s D y y      
Using Lemma 1 (ii), we come to  

1 2 1 2 2 3( ( )) ( ( ) ( ))d x x s x x D y y      
But S T  is  -admissible operator and 2 2 1x Sy S Tx    then using (iv), we have 1 2( ) 1x x     
Consequently 2 3 1 2 2 3( ) ( ) ( )D y y x x D y y    and by the definition of s  we have  

 2 3 1 2 2 3 1 2( ) ( ) ( ) ( ( ))D y y x x D y y d x x       (3) 
Then using (2), since   is order preserving we have  

 2
2 3 0 1( ) ( ( ))D y y d x x    

Now using again (ii) we have  
 2 3 2 3 2 3( ( )) ( ) ( )D y y y y s Sy Sy       
By Lemma 1.13(i) since 2 2x Sy  we come to  

 2 3 2 3 2 3( ( )) ( ) ( )D y y y y s x Sy       
By the definition of s  there exist 3 3x Sy  such that  
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 2 3 2 3 2 3( ( )) ( ) ( ( ))D y y y y s d x x       
Then by Lemma 1.13 (ii)  
 2 3 2 3 2 3( ( )) ( ( ) ( ))D y y s y y d x x       
But T S  is  -admissible and 3 2 2y Tx T Sy   then we have 2 3( ) 1y y    and consequently 

2 3 2 3 2 3( ) ( ) ( )d x x y y d x x     By the definition of s  since     using ( 1 ), ( 3 ), (3) and 
(2) we come to  
 2

2 3 2 3 2 3 1 2 0 1( ) ( ( )) ( ) ( ( )) ( ( ))d x x D y y D y y d x x d x x         
In this way, proceeding by induction, we can construct a sequences n{x }  in X  and n{y }  in Y  such 
that  
 1n n n nx Sy y Tx     (4) 
 
 1 1 1 1( ) ( ( )) ( ) ( ( ))n n n n n n n nd x x d x x D y y d x x           (5) 
 
 1 1( ) 1 ( ) 1n n n nx x y y         (6) 

for all n N   Using (5) we obtain  
 1 0 1 1 0 1( ) ( ( )) ( ) ( ( ))n n

n n n nd x x d x x D y y d x x         (7) 

for all n N    
By assumption (iii) we have lim ( )n

n
t 


   Now we fix c E  such that c   By ( 1)   ( 2)  

we have ( )c c   and consequently ( )c c    Now using Lemma 1.8 since 

lim ( )n

n
t 


  there exists N  such that 0 1( ( ))n d x x c   and 0 1( ( )) ( )n d x x c c     

for all n N   Consequently by (7) we have 1( ) ( )n nd x x c c   and 1( )n nd x x c   For fixed 

m n N   using (3) since   is order preserving we have  

 1 2 1( ) ( ( )) ( )n n n nd x x d x x c       
 
 1 3 2 1 1 2( ) ( ( )) ( ( ) ( )) ( )n n n n n n n nd x x d x x d x x d x x c              

.......... 
 1( ) ( ) for all k>1n n kd x x c     
Then using Lemma 8 (vi) we have  
 1 1( ) ( ) ( ) ( ) ( )n m n n n md x x d x x d x x c c c c           
This means that n{x }  is a Cauchy sequence. Since X  is complete cone metric space we have 

n{x } x  as n  Similarly, it is easy to see that   

 1( ) ( ), for all k>1n m kD y y c   

And the sequence n{y }  is a Cauchy sequence. Since Y  is complete cone metric space we have 

n{y } y  as n  Now using (4) and (v) we obtain ( ) 1nx x    and ( ) 1ny y     for all 

n N   Using (i) again we have  
 ( ( )) ( ) ( )n n nd x x x x s Tx Tx      

for all n N   By (4) 1n ny Tx   and using Lemma 1.13 (i) we obtain  

 1( ( )) ( ) ( )n n nd x x x x s y Tx       

for all n N   Then there exists a sequence n Txy   such that  

 1 1( ( )) ( ) ( ( )) ( ( ) ( ))n n n n nn nd x x x x s D y s x x D yy y           
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n N  and consequently  
 1 1( ) ( ) ( ) ( ( )) ( )n n n n nn nD y x x D y d x x d x xy y        

for all n N   Since n{x } x  as n  it follows that for a given c E  and c  there is 

1N   such that for all 1n N  we have 2( ) c
nd x x   Then we have 1 2( ) c

n nD y y   for all 

1n N   Since n{y } y  as n  we have 1 2( ) c
nD y y   for all 1n N   It follows that for all 

1n N    

 1 1( ) ( ) ( )
2 2n nn n

c cD y D y D y y cy y         

This means that the sequence n{ } Txy   converges to y  But Tx  is closed then y Tx    
Furthermore using (ii) again we have  
 ( ( )) ( ) ( )n n nD y y y y s Sy Sy      

for all n N   By (4) n nx Sy  and using Lemma 1.13 (i) we obtain  

 ( ( )) ( ) ( )n n nD y y y y s x Sy      

for all n N   Then there exists a sequence n Syx   such that  

 ( ( )) ( ) ( ( )) ( ( ) ( ))n n n n nn nD y y y y s d x s y y d xx x          

n N  and consequently  

( ) ( ) ( ) ( ( )) ( )
2n n n n nn n
cd x y y d x D y y D y yx x       

for all 1n N   Then we have  

 ( ) ( ) ( )
2 2n nn n
c cd x d x d x x cx x       

for all 1n N   This means that the sequence n{ } Syx   converges to x  But Sy  is closed then 

x Sy  and this  
We will notice that Theorem 2.1 can be similarly proved if we change assumptions (iii) and (iv) with:  
(iii’) lim ( ) for alln

n
t t P { }  


       

(iv’) there exist 0x X      0 0y Tx   1 0x Sy  and 1 1y Tx   such that 0 1( ) 1x x    and 

0 1( ) 1y y      
In this case we have to similarly construct sequences n{x }  in X  and n{y }  in Y  such that  

 1n n n nx Sy y Tx      
 
 1 1 1 1( ) ( ( )) ( ) ( ( ))n n n n n n n nd x x d x x D y y d x x           
 
 1 1( ) 1 ( ) 1n n n nx x y y         
 
 1 0 1 1 0 1( ) ( ( )) ( ) ( ( ))n n

n n n nd x x d x x D y y d x x         
 
for all n   Hence we can  make the same conclusion as in the proof of the theorem using the fact that 

n    instead of n    as n   
Example 2.2.  Let   

1 [0 1] [0 1] is first order continuously differentiable on [0 1]RE C {f R f }         and let 
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E  be a real Banach space with norm E  defined by   

[0,1] [0,1]
sup ( ) sup ( )E
t t

f f t f t
 

  for all  f E   The zero element 0f E    is defined by 

0 ( ) 0f t    for all [0 1]t    The cone P  in E is defined by 

( ) 0 forall [0 1]P {g E g t t }        This cone is solid and not normal ( see [16]).   

Let [0 10]X     [0 1]Y     We define cone metric d X X E     for each 1 2x x X   and 

D Y Y E    for each 1 2y y Y   as follows:  

 1 2 1 2 1 2 1 2( )( ) ( )( )t td x x t x x e D y y t y y e           

for all [0 1]t    Define the mappings [0 )X X      and [0 )Y Y      by  

 
2 22 2
1 2 1 21 2 1 2

1 2 1 2

11 01 [0 1]
( ) ( ) 10

0 otherwise
0 otherwise

y y y yx x x x
x x y y 

                      
  

 

 
Now we define the mapping ( )T X CB Y   as  

 
1 for all

10
Tx x x X    

and the set valued mapping ( )S Y CB X   as follows  

 

5 10
3 10

100 10 110 1
9 10

y y
Sy

y y y

         
            

 

 
So we have the composition ( )S T X CB X     

 

[0 1]
6

100 10 otherwise
9

x x
S Tx

x x

          

 

 
It is easy to see that S T  is     contraction mapping with P P    defined by 

1
2( )f f    for all f P   The mapping S T  is    admissible operator and there exist 0 1x   

and 1
1 06x S Tx   such that 0 1( ) 1x x     Also the condition (v) of Theorem 2.1 holds. (For more 

details see Example 3.2 [11]).  
The same statements hold if we consider ( )T S Y CB Y     

 

10
6 10

100 1 1 1
9 10

y y
T Sy

y y y

         
            

 

 
We will show that this mapping is     contraction mapping with P P    defined by 

( ) 0 17f f     for all f P   Let 1
1 2 10[0 ]y y      
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2 21 2 1 2
1 2 1 2

1 2
1 2

1 2

( ) ( 1)
6 6 6

1 1 1 0 17
100 100 6

( ( ))( )

t t

y y y yy y D y y

y y e y y e

D y y t





      
 

        
 

 

 

Hence 1 2 1 2 1 2( ( )) ( ) ( )D y y y y s T Sy T Sy       It is obvious that the same relation holds when 
1

1 2 10( 1]y y     T S  is    admissible operator and there exist 1
0 10y   and 1

1 060y T Sy   

such that 0 1( ) 1y y     Also the condition (v) of Theorem 2.1 holds. This shows that Theorem 2.1 can 

be used for this case and the mappings T S S T  have fixed points.   
Of course Theorem 2.1 holds when the mappings T  and S  are single valued but even in this case we 
can not guarantee the uniqueness of the fixed point.  To investigate the uniqueness of a fixed point we 
shall introduce the following condition.  
(A) For each ( )x y Fix S T    we have ( ) 1x y    and ( ) 1Tx Ty    where ( )Fix S T  is the 
set of all fixed points of S T   
Theorem 2.3.  (Double contraction principle for admissible single valued mappings)  
Let ( )X d  and ( )Y D  are cone metric spaces with solid cone P  in a real Banach space E  and 
    Let [0 )X X      and [0 )Y Y      are two given mappings. Let 
T X Y   and S Y X   are single valued mappings such that the mapping S T  is  -
admissible operator and T S  is  -admissible operator. Suppose that the following conditions are 
satisfied:  
 (i) ( ) ( ) ( ( )) for allx x D Tx Tx d x x x x X             
(ii) ( ) ( ) ( ( )) for ally y d Sy Sy D y y y y Y             

(iii) lim ( ) or lim ( ) for alln n

n n
t t t P { }    

 
        

(iv) there exist 0y Y   such that 0 0( ) 1Sy S T Sy    and 0 0( ) 1y T Sy      

(v) if the sequences n{x } X  and n{Tx } Y  are such that 1( ) 1n nx x     1( ) 1n nTx Tx    for 

all n  and n{x } x   n{Tx } Tx  as n  then ( ) 1nx x    and ( ) 1nTx Tx    for all 

n  Then there exist x X  and y Y  such that x Sy  and y Tx    
Let in addition assumption (A) holds. Then the fixed point of S T  is unique.  

Proof. Suppose to the contrary and take two distinct points x S Tx   and x S T x   
Then ( )d x x    Using (A), (i), (ii) and the properties of     we have  

( ) ( )

( ) ( ) ( ( ))

( ) ( ) ( ) ( ( ))

( )

d x x d S Tx S T x

Tx T x d S Tx S T x D Tx T x

D Tx T x x x D Tx T x d x x

d x x

 

 

 

  

   



  

  

   

 

 

And this is  
Corollary 2.4.  Let ( )X d  is a cone metric space, P  is normal cone with normal constant K  For 
c E  with c  and x X   set ( ) ( )B x c {x X d x x c}       Let T X Y   and 
S Y X   are single valued mappings such that   
(a) ( ) ( )d x STx c c      
(b) ( ) ( ( )) for all ( )D Tx Tx d x x x x B x c           
(c) ( ) ( ( )) for all ( ( ))d Sy Sy D y y y y B Tx c            
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(d) lim ( ) or lim ( ) for alln n

n n
t t t P { }    

 
       

Then S T  has a unique fixed point in ( )B x c    
Proof. The existence of the unique fixed point follows from Theorem 2.3, taking 1   and 1.   
Since the cone P  is normal then the metric d  is continuous and consequently ( )B x c  is complete. 

More precisely if we take a Cauchy sequence nx  in ( )B x c  then nx  is in X  which is complete and 

consequently nx  converges to some x X   Moreover by Lemma 1.1.3 we  have ( ) 0nd x x   

( )n   since P  is normal cone. Then we have  

 ( ) ( ) ( ) ( )n n nd x x d x x d x x d x x c        
Consequently  
 ( ) ( )nd x x d x x c        
Since P  is closed and ( ) 0nd x x   ( )n   we get ( )d x x c   Hence ( )x B x c   and 

therefore ( )B x c  is complete. Now we will show that for every ( )x B x c    STx  is in ( )B x c   Let 
( )x B x c     

 

( )
( ) ( )

( ) ( ( ))
( ) ( ( ))

.

d x STx
d x STx d STx STx
c c D Tx Tx
c c d x x
c

  
   


  

  
  

 

Then ( )STx B x c    
We will notice that if we take kt     where [0 1]k   and S T F X X     then the above 
corollary is equivalent to Corollary 1 in [8].  
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Abstract: There is great interest around the world, and lately in our country and facilities 

associated with industrial heritage to promote direct foreign investment as an attraction for possibly 
development. It’s very attractive possibility for full affirmation of its valuable heritage. The direct foreign 
investment (DFI) as a specific development segment mainly standardized diversify the economic offer of 
offering domestic possibilities a different experience aesthetics of the economy. The direct foreign 
investment has the potential to improve the social, economic and environmental elements of the local 
community, as well as to expand the development of state economy growth. Work study examines 
community support for that development in the context of sustainable development. This topic is 
interesting for processing because it deals with specific and so far in Macedonia untreated problems and 
aspects arising from the relationship between the local community and the state efforts for better 
conditions for development and higher standard.  

Key words: investment, heritage, potential, sustainable development 

1. Introduction 

A unique feature of direct foreign investment (DFI) as an activity or moving element that shaped 
the local community and set of functions that are specific to many areas across the globe (Ballard and 
Banks, 2003). The most important characteristics of the economy and industry areas are geographic, 
economic and social isolation, modification of the natural environment, the presence of large facilities and 
infrastructure that affect the design of landscapes and a strong labor movement.  

Direct foreign investment (DFI) or financial funds are constantly faced with the discontinuance of 
resource exploitation, which eventually leads to comprehensive social change and economic crisis. The 
possibility of providing development by means of foreign capitals for facilities and industrial plants 
become ruins leading to the decisive rejection in symbolic and material terms, but the area and its 
population look for other symbols and alternative economic activities. Therefore, it is necessary to 
provide viable alternatives that could be compared to the benefits generated faster development and better 
standard. 

The industry heritage in the broader context of studying the development of dealing activities, 
buildings and landscapes that come from earlier periods of intensive industrialization. The local economy 
is part of a broader category, which deals with the history of settlements (Edwards and Llurdes 1996; 
Nuryanti 1996). The sense of pride and wonder of the engineering achievements of the industrial 
revolution, creates a special feeling with economics which is especially important in educational terms. 
Sustainable development in the context of the development of economy and new technologies as an 
activity does not call into question the long-term economic feasibility of extraction of resources, but 
focuses on the protection of the negative social and environmental consequences.  

The aim of this paper is to examine the extent to which the local population agrees with the 
sentence and determine whether their perception of various aspects of sustainability affects support 
overall sustainability of the economy and industrial development. [1,2,3,4,5,6,7] 
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