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VISUALIZATION OF FORD-FULKERSON ALGORITHM 

Natasha Stojkovikj, Mirjana Kocaleva, Aleksandra Stojanova,  
Isidora Janeva and Biljana Zlatanovska 

Abstract. This paper examines the Ford-Fulkerson algorithm for finding the maximum flow 
in the flow network. For this purpose, we first give the basic definitions of the flow, the 
residual network and the augmenting path. Also, a program for visualizing the Ford Fulkerson 
algorithm has been made (in Java) in order for students to understand the algorithm more 
easily. 

1. Introduction 

In the mid-fifties of the last century, scientists T. E. Harris and F. S. Ross from the Air Force, 
published a confidential article in which they researched the connection of the railway network 
between the Soviet Union and its satellite countries in Eastern Europe.  The network was modelled as 
a graph with 44 nodes, which represent geographic regions and 105 links which represent the 
connection of those regions with the railway networks. Every link has a given weight, which 
represents the amount of material that can be transported from one region to another. In fact, through 
trial and error, they determined the maximal amount of materials that can be transported from Russia 
to Europe, as well as the cheapest way to interrupt the network with the erasing (removing) of some 
links, which they called “bottleneck”. Their results were published in 1999. These results also 
included the map of the Warsaw pact railway network which is shown in Figure 1 [3]. 

  

 
Figure 1 The map of Harris and Ross of the Warsaw Pact Railway Network 

 
These are among the first observed applications of maximum flow problems and a minimum cut 

problem. For both problems, the transport system can be represented by a directed graph with two 
special nodes, a source, and a sink. Through the network you need to transfer a certain amount of 
material from the source (where the material is produced) to the sink (where the material is 
consumed). A variety of problems can be modelled with the help of flow systems: fluid flow through 
pipes, parts through a movable tape, electricity through electrical networks, and information through 
communication systems. 
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Every directed link can be imagined as a channel (pipe) through which material passes. Every 
channel has an initial capacity, which represents the maximum capacity that can be transported 
through that channel. The nodes can be imagined as crossroads (a fusion) of channels, and for all 
nodes except the source and the basin, the material only passes through them, without remaining in 
them. In other words, the amount of material that enters the node, must be equal to the amount of 
material exiting the node. This trait is called “flow conservation” and is equivalent to Kirchhoff's law. 

In a general case, when we observe a two-terminal flow network G(V,E), we observe a directed 
graph with two special nodes - a source s and a sink (s  t), in which every link (u, v)  E has a 
nonnegative capacity c(u, v)  0.  The function c is called capacity function. Shortly, we denote 
capacity network with G (V, E, c).  

Flow in G (V, E, c) is a function f: E → R+ {0} that satisfied the following two constraints: 
1. Capacity constrain: 0 ≤ f (u, v) ≤ c (u, v), for every (u, v)  E, or the flow of the link cannot 

exceed the capacity of the link.  
2. Flow conservation: For all v  V/{s, t} 

 
,),(),( 



=
VwVu

wvfvuf                                                              (1) 

               
In other words, the total flow that enters v is equal to the total flow that exits v, for all 
v  V/{s, t}. 

 
We assume that, if the link (u, v) doesn’t exist, or (u, v)  E, then f (u, v) = 0. 
 
The value of the flow | f | is defined in the following way:  

 




−=
VvVv

svfvsff ),,(),(||                                                                 (2) 

 
or the value of the flow is equal to the value received when from the total flow that exits the source, 
we deduct the total flow that enters the source. Usually, there are no links that enter the source in flow 
network, so the flow that enters the source is going to be zero.  

 ,0),( =
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On the other hand, it can be shown that the value of the flow is equal to the value that is received 

when we deduct the total flow that exits the sink from the total flow that enters the source. 
Because flow conservation is valid for all nodes, we have:  
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From which follows:  
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 A flow f is feasible if f (u, v)  c (u, v), for every (u, v)  Е.  Most commonly, we will observe only 
flows that are possible with regard to some fixed function with a capacity c. It is said that the flow f 
saturates the link (u, v) if f (u, v) = c (u, v) and destroys (annuls) the link (u, v) if f (u, v) = 0.  
 

 
Figure 2 Flow with a value of 5. Every link is denoted with its flow/capacity 

 
The flow is maximal if there is a maximum possible value between all flows from the source s to 

the sink t in a given flow network with a given capacity function.  
The problem of finding the maximum flow in a given flow network G with a source s and a sink t 

is to find the flow with the highest possible value, or to find the maximum flow.  
 
 

2. Ford – Fulkerson Algorithm 

The Ford-Fulkerson algorithm is an algorithm with which the maximum flow in a flow network is 
calculated. In literature, it is frequently referred to as the Ford-Fulkerson method because multiple 
implementations of this algorithm with a different execution time exist. Before we give the Ford-
Fulkerson algorithm, we have to initiate the terms for residual networks, augmenting path and 
minimum cut [2]. 

The value of the flow increases iteratively with the Ford-Fulkerson algorithm. The initial value of 
the flow is taken to be equal to 0, or f (u, v) = 0, for all (u, v) V. In every iteration, the value of the 
flow is increased with finding the augmenting path in the residual network for the flow f, Gf. We need 
to take into account if the flow of any link in G is going to change (increase or decrease), because with 
every iteration of the algorithm, the value of the flow of the network is increased. The decrease of 
flow for some link can be necessary in order to enable the algorithm to send a bigger flow from the 
source s to the sink t. This action is repeated while augmenting paths exist in the corresponding 
residual network [2]. 

Now, let us give the Ford-Fulkerson algorithm.  
Algorithm 1 – Ford – Fulkerson Algorithm (G (V, E, c)) 
Step 1. Initializing flow f to 0, f = 0, 
Step 2. While an augmenting path p exists in the residual Gf, find a flow f through p, 
Step 3. Return f. 
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3. Residual network 

For a given flow network G and flow f, the residual network consists of links whose capacities 
show how much the flow of the links in G can change. Additional flow is assigned to the links, which 
is equal to the value received then the flow that is released in that link is deducted from the capacity of 
the link. If this value is positive, then it is called residual capacity cf (u, v) = c(u, v) – f(u, v). In Gf only 
links from G through which we can release additional flow are found. Otherwise, if the capacity of the 
link is equal to the flow that has already been released through the link cf (u, v) = 0, these links are 
also not in Gf . It should be emphasized that there are links in Gf that are not in G. In order to represent 
the possible decrease of flow, we add links (v, u) in Gf whose residual capacity is cf (u, v) = f(u, v).  

Let’s assume that we have a flow network G(V, E), with a source s and a sink t. Let f be a flow in 
the flow network. The residual capacity is defined in the following way:  

 









−

=
else,0

),(if),,(
),(if),,(),(

),( Evuvuf
Evuvufvuc

vuc f .                                             (3) 

 
The residual flow network for the flow network G (V, E) induced by the flow f is Gf (V, Ef ) 

where  
  

Ef = {(u, v)  E: cf (u, v) > 0}.                                                         (4) 
 

 In Figure 3 а) a flow network with a flow f is represented, that has a value of |f| = 3. For every link it 
is denoted how much the flow is, that passes through the link and what the possible capacity of the 
link (a/b) is. The corresponding residual flow network is represented in Figure 3 b). 
 

 

Figure 3 a) Flow network G (V, E) with flow f, |f| = 3. b)  Residual flow network Gf (V, E). 

4. Augmenting path 

For a given flow network G (V, E) and flow f, an augmenting path p is a path from s to t in the 
residual flow network Gf (V, E). According to the definition of a residual flow network, we can 
increase the flow of the link (u, v) in the augmented path p for cf (u, v), without damaging the capacity 
constraint of the link (u, v) and of the link (v, u) in the flow network G(V, E).  In Figure 4 the links of 
the augmented path p = <s, v2, v4, t > are marked with a dashed line. 

 
Figure 4 Residual flow network Gf (V, E) from Figure 3.3 with an augmented path p = <s, v2, v4, t >. 
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 In order not to violate the capacity constraint, we can increase the flow through every link of the path 
p = <s, v2, v4, t > for 1, because the smallest residual capacity of this path is cf (s, v2) = 1. The smallest 
capacity for which we can increase the flow for every link of the path p is called residual capacity of 
p: 

 
cf (p) = min{ cf (u, v) : (u, v) is a link in p}.                                       (5) 

 
 

4.1. Cut in flow network 

With the Ford – Fulkerson Algorithm we do an increase of the flow multiple times, until we find 
the maximum flow. The question of how we know the algorithm ends arises. The theorem for 
maximum flow – minimum cut says that the flow is maximal if and only if its residual flow network 
does not contain additional augmented paths. In order to prove this theorem, it is necessary to 
introduce the term cut in a flow network.  

A cut (V1, V2) of a flow network G (V, E) is a division of the set of nodes V into sets V1 and V2 = V / 
V1, s  V1 and t  V2. If f is a flow, then the flow through the cut f (V1, V2) is defined in the following 
way: 

  
  

−=

1 21 2

),(),(),( 21
Vu VvVu Vv

uvfvufVVf .                                                 (6) 

 
 The capacity of the cut (V1, V2) is 
 

 
 

=

1 2

),(),( 21
Vu Vv

vucVVc .                                                  (7) 

 

 
 

Figure 5 Cut in the flow network from Figure 3.3 а) where V1 = {s, v1, v2} and V2 = {v3, v4, t}. The flow f (V1, 
V2) = 4 and the capacity c (V1, V2) = 4. 

 
The minimum cross section in a flow network is a cut whose capacity is smaller than the capacity 

of all the other cuts in the network.  
Lemma 31 Let f be a flow in a flow network G with a source s and a sink t, and let (V1, V2) be any 

cut in the flow system. Then, the flow through the cut f (V1, V2) = |f|.  
The following corollary emanates of Lemma 1 
Corollary 1 The value of each flow f in the flow network G is limited from above with the capacity 

of any cut of G. Hence, the flow in the flow network cannot be larger than the capacity of any cut in 
the flow network. 

The following theorem gives us a way of calculating the maximum flow in a flow network. We 
have already said that the residual network Gf (V, E) does not contain an augmented path when the 
flow of the flow network is maximal. From the following theorem, we can conclude that if the value 
of some flow is equal to the capacity of some cut, then that flow is maximal.  
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Theorem 1 (Theorem of maximum flow – minimum cut) 
If f is a flow in the flow network G(V, E) with a source s and a sink t, then the following conditions 

are equivalent:  
1. f  is a maximum flow in G, 
2. The residual network Gf  doesn’t contain an augmented path, 
3. |f| = c (V1, V2) for any cut (V1, V2) of G. 

After introducing the terms for residual network, augmented path and residual capacity, we will 
give a simple expansion of the pseudo-code for the algorithm given above: 
Algorithm 2 - Ford – Fulkerson Algorithm (G (V, E, c)) 
Step 1.  For every link (u, v)  G, f (u, v) = 0, 
Step 2.  While there is an augmented path p from s to t in the residual network Gf ,  
Step 3.  cf (p) = min{ cf (u, v) | (u, v)  p } 
Step 4.  For every link (u, v)   p 
Step 5.  If (u, v)  Е 
      f (u, v)  = f (u, v) +  cf (p), 
      else  
     f (v, u)  = f (v, u) -  cf (p), 

The complexity of this algorithm is O (|f *||E|) where |f *| is the value of the maximum flow in the 
flow network.   

 
Example 1 Let us find the maximum flow of the flow network given in Figure 3.3 а).  Given in 

Figure 3.3 b) is the residual network for the flow with a value of 3.  According to step 3 of the 
algorithm, the flow of all links of the path p = <s, v2, v4, t > is going to be increased by 1 because the 
links (s, v2), (v2, v4) and (v4, t) are elements of E.   

 
Figure 6 a) Flow network G (V, E) with flow f, |f| = 4. b)  Residual network Gf (V, E) 

 
We can observe that the residual network shown in Figure 6 b) does not contain an augmented path, 

from which, according to the theorem for maximum flow – minimum cut, we can conclude that the 
maximum value of the flow from the flow network in Figure 3 а) is 4. 

5. The visualization program of the Ford – Fulkerson algorithm 

This program uses the Ford – Fulkerson algorithm on a graph that you are going to construct on the 
drawing surface.  

You draw a node with a left click: 
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Figure 7 Drawing of a node 

With a click on the starting node and a pull to the destination node, you draw a link between the two 
nodes.  

 
Figure 8 Adding a link 

 
A menu appears with pressing the right mouse click: 
Through the menu you can: 

• delete a node 
• assign a node as a source – the node that will be assigned as a source will be colored in green. 

Only one node can be a source because if the graph already contains a source and you assign 
a new node to be the source, the previous node will be an ordinary node. You can read which 
node is assigned as source in the bottom part of the window.  

• assign a node as a target (sink) – the node that will be assigned as a target (sink) will be 
colored yellow. Only one node can be a target because if the graph already contains a target 
and you assign a new node to be the target, the previous node will be an ordinary node. You 
can read which node is assigned as target in the bottom part of the window 
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Figure 9 Menu on right click on node, assigning node as source or target (sink) 

 
A menu appears with pressing the right mouse click through which you can: 

• delete a link 
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Figure 10 Menu or right mouse click, deleting link 
 

 
• change the flow and capacity of a link 

 
 

 
 

Figure 11 Changing the capacity and the flow of a link 
 
You can position the nodes, zoom and move them with a change in work mode. The addition of nodes 
and links and their editing which is described up to this point is done when “EDITING| is chosen in 
the dropdown menu. That is the basic work mode in which the program opens when it is started.  
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Figure 12 Changing work mode 

 
If you select “PICKING” from the dropdown menu, you can move the nodes and links. The selected 
nodes or links are colored red.  
 

 
 
Figure 13 a) Selected node                                                      b) Selected link 
 
You can navigate through the work surface with the sliders on the window. If you select 
“TRANSFORMING” from the dropdown menu, you can navigate through the work surface with the 
mouse as well.  
You can zoom with the middle button of the mouse in any work mode: you move away by scrolling 
forward, you move closer to the graph by scrolling backwards.  
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Figure 14 Zoom 

 
If you select “ANNOTATING” from the dropdown menu, you can draw rectangles which you can use 
for marking of some surface. But, these markings cannot be erased.  

 
 
Click on start to apply the algorithm. When the links are passed through in order to find an augmented 
path from the source to the target, the links are colored blue. When the algorithm returns back and 
calculates the residual capacity, the links are colored red and the values of the flow are being updated. 
After finding the maximum flow, the nodes that are part of the cut of the source, in the minimum cut, 
are colored white.  
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Figure 15 Applying the algorithm 
 
With a click on the help button, you receive short instructions on how to use the program.  
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Figure 16 Instructions for use 

 
6. Conclusion 

The paper i gives a visualization of the algorithm for finding the maximum flow in the flow 
network. Instructions for drawing, deleting nodes and creating a link between nodes are given. In the 
program, we can see the changes in the flows in the networks and finding of augmenting paths in the 
residual network. This is all done for one purpose – for the students to better understand the Ford-
Fulkerson algorithm. 
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