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# SPACE OF SOLUTIONS OF A LINEAR DIFFERENTIAL EQUATION OF THE SECOND ORDER AS 2-NORMED SPACE 

Slagjana Brsakoska ${ }^{1}$, Aleksa Malcheski ${ }^{2}$


#### Abstract

In [1] the notion of 2-norm is introduced, and in [2] an equivalent definition for 2-norm, and with its help the number of axioms is reduced to the equal number as in the regular norm of a vector space. This paper gives the connection between $n$ norms and the solutions of a differential equation of the second order when the solutions are in a trigonometric shape in the sense of the solutions of prof. d-r D. Dimitrovski.


## 1. INTRODUCTION

The notion of a 2-norm is introduced in [1]. Let $X$ be a vector space over the field $\Phi$ and $\operatorname{dim} X>1$. Under the term field $\Phi$ we mean a field of real numbers, and a field of complex numbers as well.

Definition. Let $X$ be a vector space over the field $\Phi$ and $\operatorname{dim} X>1$. The mapping $\|\|:, X^{2} \rightarrow \quad$ which satisfies the conditions
i) $\left\|x_{1}, x_{2}\right\|=0$, if and only if $\left\{x_{1}, x_{2}\right\}$ is a linearly dependent set in $X$
ii) $\left\|x_{1}, x_{2}\right\|=\left\|x_{2}, x_{1}\right\|$ for any $x_{1}, x_{2} \in X$.
iii) $\left\|\alpha x_{1}, x_{2}\right\|=|\alpha|\left\|x_{1}, x_{2}\right\|$, for any scalar $\alpha$ and for any $x_{1}, x_{2} \in X$,
iv) $\left\|x_{1}+x_{1}^{\prime}, x_{2}\right\| \leq\left\|x_{1}, x_{2}\right\|+\left\|x_{1}^{\prime}, x_{2}\right\|$ for any $x_{1}, x_{1}^{\prime}, x_{2} \in X$.
is called the 2 -norm of the vector space $X$, and the ordered pair $(X,\|\cdot, \cdot\|)$ is called a 2-normed space.

It can be shown that the 2 -norm is nonnegative. Also, as a corollary from the definition of the 2 -norm, there is the following property:

Lemma. Let $X$ be a 2-normed space. For every $x, y \in X$ and a scalar $\alpha \in \Phi$ the following equality holds
$\|x, y\|=\|x, y+\alpha x\|$.
Applying this lemma, we get that for every matrix $A \in M_{2}(\Phi)$ and for every $\left(x_{1}, x_{2}\right) \in X^{2}$ the following equality is fulfilled
$\left\|A \cdot\left(x_{1}, x_{2}\right)^{T}\right\|=|\operatorname{det} A|\left\|x_{1}, x_{2}\right\|$,
where $A \cdot\left(x_{1}, x_{2}\right)^{T}$ is an operation the same as the operation multiplication of a matrix with a vector column.

In [2], with the help of the last equation, an equivalent definition for the 2-norm is introduced.

Definition. Let $X$ be a vector space over the field $\Phi$ and $\operatorname{dim} X>1$. The mapping $\|\|:, X^{2} \rightarrow \quad$ which satisfies the conditions

Key words and phrases: $n$-semi norm, 2 -subspace, $n$-linear functional, differential equation of second order, solution of DE...
(P1) If $\|x, y\|=0$ then the set of vectors $\{x, y\}$ is a linearly dependent set.
(P2) $\left\|A(x, y)^{T}\right\|=|\operatorname{det} A| \cdot\|x, y\|$, for every $x, y \in X$ and $A \in M_{2}(\Phi)$.
(P3) $\left\|x+x^{\prime}, y\right\| \leq\|x, y\|+\left\|x^{\prime}, y\right\|$.
is called the 2 -norm, and the ordered pair ( $X,\|\cdot, \cdot\|$ ) is called the 2 -normed space.
Most of the papers on functionals in 2-normed spaces refer to the class of bilinear functionals. In [3] an analysis is made of one of its subclasses that best corresponds to the properties of the 2 -norm, and that is the class of alternative 2 -forms (skew-symmetric linear 2forms).

This definition is even more justified by the attempt to introduce a class of limited functionals in a 2 -normed space. By analogy, with the definition of a norm of linear functional, the bilinear functional is limited if

$$
\sup _{\{x, y\} \mathrm{lnzm}} \frac{|\Lambda(x, y)|}{\|x, y\|}<+\infty .
$$

If the bilinear functional $\Lambda$ is limited and $K=\sup _{\{x, y\} \ln \ln m} \frac{|\Lambda(x, y)|}{\|x, y\|}$, then from $\|x, y\|=0$ we get that
$|\Lambda(x, y)| \leq K\|x, y\|=0$, $|\Lambda(x, y)|=0$, i.e., $\Lambda(x, y)=0$. Therefore, for $\{x, y\}$ - a linearly dependent set, we have that $\Lambda(x, y)=0$. So, in the class of limited bilinear functionals regarding the 2 -norm belong those for which the pairs $(x, y)$ for which $\{x, y\}$ is a linearly dependent set are annulated. For these reasons and the linearity, instead of limited bilinear functionals, we will consider the class of alternative linear functionals. The alternative 2 -linear forms are called 2 linear functionals. Therefore, we will consider the class of alternative linear 2 -forms. Its definition can be written in the following form.

Definition. Let $X$ be a vector space with $\operatorname{dim} X>1$. The mapping $\Lambda: X \times X \rightarrow \Phi$ which satisfies the conditions

$$
\begin{aligned}
& \Lambda(x+y, z)=\Lambda(x, z)+\Lambda(y, z), \\
& \Lambda\left(A(x, y)^{T}\right)=(\operatorname{det} A) \Lambda(x, y),
\end{aligned}
$$

is called a 2-linear functional.
It is not hard to check that this definition is equivalent to the definition for an alternative 2-linear form.

## 2. $n$-NORM IN THE SPACE OF LIMITED ANALYTIC FUNCTIONS

Let the space of limited analytic functions $A(D)$ be considered as a set of functions determined on the set $D=(a, b) \times$. The functions are analytic and at the same time they are limited. For two arbitrary functions $f$ and $g$ from the set of all analytic functions determined on $D$, we define a function $\|\bullet, \bullet\|: A(D) \times A(D) \rightarrow$ determined with

$$
\|f, g\|=\sup _{x \in(a, b)}| | \begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array}| | .
$$

It is clear that the function $\|\bullet \bullet \bullet\|$ is well defined on the set $A(D) \times A(D)$. From the fact that $f$ and $g$ are analytic, they are continuous functions. Additionally, because they are limited functions, we get that

$$
\begin{aligned}
& \left|\begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array}\right||=|f(x) g(y)-g(x) f(y)| \leq|f(x) g(y)|+|g(x) f(y)| \leq \\
& \leq M_{1} M_{2}+M_{1} M_{2}<2 M_{1} M_{2}<+\infty
\end{aligned}
$$

where we directly get that the function $\|\bullet \bullet \bullet\|$ is well defined, i.e.

$$
\left.\|f, g\|=\sup _{x \in(a, b)}| | \begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array} \right\rvert\, \leq 2 M_{1} M_{2}<+\infty .
$$

We will consider the general properties of the function $\|\bullet, \bullet\|$.
a) $\|f, g\|=0$ if and only if $\{f, g\}$ is a linearly dependent set.

Let $(f, g)$ be an ordered pair in which $\{f, g\}$ is a linearly dependent set. Therefore, there is a scalar $\alpha \in$, such that $f=\alpha g$ for every $x \in(a, b)$. Then we have that

$$
\left|\left|\begin{array}{ll}
f(x) & f(y) \\
g(x) & g(y)
\end{array}\right|=\left|\begin{array}{cc}
f(x) & f(y) \\
(\alpha f)(x) & (\alpha f)(y)
\end{array}\right|=|\alpha f(x) f(y)-\alpha f(x) f(y)|=|0|=0,\right.
$$

so, it is clear that

$$
\sup _{x \in(a, b)}| | \begin{array}{ll}
f(x) & f(y) \\
g(x) & g(y)
\end{array}| |=\sup _{x \in(a, b)}| | \begin{array}{cc}
f(x) & f(y) \\
(\alpha f)(x) & (\alpha f)(y)
\end{array}| |=\sup _{x \in(a, b)}|\alpha f(x) f(y)-\alpha f(x) f(y)|=\sup _{x \in(a, b)}|0|=0
$$

Therefore, we have that $\|f, g\|=0$.
Vice versa, let us assume that $\|f, g\|=0$. Then, according to the definition of the function $\|\bullet \bullet \bullet\|$, we have that

$$
\left.\left|\left|\begin{array}{ll}
f(x) & f(y) \\
g(x) & g(y)
\end{array}\right|\right| \leq \sup _{x \in(a, b)}| | \begin{array}{ll}
f(x) & f(y) \\
g(x) & g(y)
\end{array} \right\rvert\,=\|f, g\|=0,
$$

i.e., $|f(x) g(y)-g(x) f(y)|=0$, and from the properties of real numbers we have that $f(x) g(y)-g(x) f(y)=0$. If $f(x)=0$ for any real number $x \in(a, b)$, then the set $\{f, g\}$ is a set in which one function is the zero function, therefore it is a linearly dependent set. If there exists a scalar $x \in(a, b)$ such that $f(x) \neq 0$, then $g(y)=\frac{g(x)}{f(x)} f(y)$, for any $y \in(a, b)$. Therefore, $g=\alpha f$, where $\alpha=\frac{g(x)}{f(x)}$. So, in any case the set $\{f, g\}$ is a linearly dependent set.
b) Let $A \in M_{2}(\Phi)$ (in this case $\Phi=$ ) and $(f, g)$ be an arbitrary ordered pair of two functions from the space of limited analytic functions.

$$
\begin{aligned}
& \|A(f, g)\|=\left\|\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right](f, g)\right\|=\left\|\left(a_{11} f+a_{12} g, a_{21} f+a_{22} g\right)\right\|= \\
& =\sup _{x \in(a, b)}| | \begin{array}{ll}
a_{11} f(x)+a_{12} g(x) & a_{11} f(y)+a_{12} g(y) \\
a_{21} f(x)+a_{22} g(x) & a_{21} f(y)+a_{22} g(y)
\end{array}| |= \\
& =\sup _{x \in(a, b)}| | \begin{array}{ll}
a_{11} f(x)+a_{12} g(x) & a_{21} f(x)+a_{22} g(x) \\
a_{11} f(y)+a_{12} g(y) & a_{21} f(y)+a_{22} g(y)
\end{array}| |= \\
& =\sup _{x \in(a, b)}| | \begin{array}{ll}
a_{11} f(x) & a_{21} f(x)+a_{22} g(x) \\
a_{11} f(y) & a_{21} f(y)+a_{22} g(y)
\end{array}\left|+\left|\begin{array}{ll}
a_{12} g(x) & a_{21} f(x)+a_{22} g(x) \\
a_{12} g(y) & a_{21} f(y)+a_{22} g(y)
\end{array}\right|\right|= \\
& =\sup _{x \in(a, b)}| | \begin{array}{ll}
a_{11} f(x) & a_{21} f(x) \\
a_{11} f(y) & a_{21} f(y)
\end{array}\left|+\left|\begin{array}{ll}
a_{11} f(x) & a_{22} g(x) \\
a_{11} f(y) & a_{22} g(y)
\end{array}\right|+\left|\begin{array}{ll}
a_{12} g(x) & a_{21} f(x) \\
a_{12} g(y) & a_{21} f(y)
\end{array}\right|+\left|\begin{array}{ll}
a_{12} g(x) & a_{22} g(x) \\
a_{12} g(y) & a_{22} g(y)
\end{array}\right|\right|= \\
& \left.=\sup _{x \in(a, b)}\left|a_{11} a_{21}\right| \begin{array}{ll}
f(x) & f(x) \\
f(y) & f(y)
\end{array}\left|+a_{11} a_{22}\right| \begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array}\left|+a_{12} a_{21}\right| \begin{array}{ll}
g(x) & f(x) \\
g(y) & f(y)
\end{array}\left|+a_{12} a_{22}\right| \begin{array}{ll}
g(x) & g(x) \\
g(y) & g(y)
\end{array} \right\rvert\,= \\
& =\sup _{x \in(a, b)}\left|a_{11} a_{22}\right| \begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array}\left|+a_{12} a_{21}\right| \begin{array}{ll}
g(x) & f(x) \\
g(y) & f(y)
\end{array}| |=\sup _{x \in(a, b)}\left|\left(a_{11} a_{22}-a_{12} a_{21}\right)\right| \begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array}| |= \\
& \left.=\sup _{x \in(a, b)}| | \begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}| | \begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array}| |=\sup _{x \in(a, b)}|(\operatorname{det} A)|\left|\begin{array}{ll}
f(x) & g(x) \\
f(y) & g(y)
\end{array}\right| \right\rvert\,= \\
& \left.=|(\operatorname{det} A)| \sup _{x \in(a, b)}| | \begin{array}{ll}
f(x) & f(y) \\
g(x) & g(y)
\end{array}|=|\operatorname{det} A|| \right\rvert\, f, g \|
\end{aligned}
$$

c) Let $f, g, h \mathrm{~b}$ three arbitrary functions from the space which we consider. Then, from the inequality
$\left.\left|\left|\begin{array}{cc}f(x)+g(x) & f(y)+g(y) \\ h(x) & h(y)\end{array}\right|\right|=\left|\begin{array}{cc}f(x) & f(y) \\ h(x) & h(y)\end{array}\right|+\left|\begin{array}{cc}g(x) & g(y) \\ h(x) & h(y)\end{array}\right|\left|\leq\left|\begin{array}{ll}f(x) & f(y) \\ h(x) & h(y)\end{array}\right|\right|+\left|\begin{array}{ll}g(x) & g(y) \\ h(x) & h(y)\end{array}\right| \right\rvert\,$
and from the properties of the set function sup we get that

$$
\begin{aligned}
& \sup _{x, y \in(a, b)}\left|\begin{array}{cc}
f(x)+g(x) & f(y)+g(y) \\
h(x) & h(y)
\end{array}\right|\left|=\sup _{x, y \in(a, b)}\right|\left|\begin{array}{ll}
f(x) & f(y) \\
h(x) & h(y)
\end{array}\right|+\left|\begin{array}{ll}
g(x) & g(y) \\
h(x) & h(y)
\end{array}\right| \leq \\
& \leq \sup _{x, y \in(a, b)}| | \begin{array}{ll}
f(x) & f(y) \\
h(x) & h(y)
\end{array}| |+\sup _{x, y \in(a, b)}| | \begin{array}{ll}
g(x) & g(y) \\
h(x) & h(y)
\end{array}| |
\end{aligned}
$$

i.e., the following inequality holds
$\|f+g, h\| \leq\|f, h\|+\|g, h\|$.
With this, it is finally proven that the space of limited analytic functions with the defined function $\|\bullet, \bullet\|: A(D) \times A(D) \rightarrow \quad$ is a 2-normed space.

As in every 2-normed space and in this space, we can choose a set of two linearly independent functions. Let that be, for example, the set $\left\{h_{1}, h_{2}\right\}$. Then for an arbitrary function $f$ we have that
$\|f\|=\left\|f, h_{1}\right\|+\left\|f, h_{2}\right\|$
and with that a norm on the space of limited analytic functions is determined.

## 3. SOLUTIONS OF A HOMOGENEOUS LINEAR DIFFERENTIAL EQUATION OF THE SECOND ORDER

Let us consider the homogeneous linear differential equation of the second order

$$
\begin{equation*}
y^{\prime \prime}+a(x) y^{\prime}+b(x)=0 \tag{1}
\end{equation*}
$$

where the functions $y=f(x)$ and $y=g(x)$ are (limited) analytic functions. The last equation with the substitution $y=e^{-\frac{1}{2} \int_{0} f(x) d x} \cdot z$ reduces to a linear differential equation of the second order which is in a canonical form, i.e.

$$
\begin{equation*}
z^{\prime \prime}+A(x) z=0 \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
A(x)=b(x)-\frac{1}{4} a^{2}(x)-\frac{a^{\prime}(x)}{2} . \tag{3}
\end{equation*}
$$

For the last equation, it is enough to find two particular solutions which are linearly independent. This is given in the following theorem.

Theorem. The functions defined with

$$
y_{1}=e^{-\frac{1}{2} \int_{0}^{k} a(x) d x} \sum_{k=0}^{\infty}(-1)^{k} \int_{0}^{x} \int_{0}^{x} A(x) d x^{2} \int_{0}^{x} \int_{0}^{x} A(x) d x^{2} \ldots \int_{0}^{x} \int_{0}^{x} A(x) d x^{2}
$$

k-double integrals
and

$$
y_{2}=e^{-\frac{1}{2} \int_{0}^{\prime} a(x) d x}\left[x+\sum_{k=0}^{\infty}(-1)^{k} \int_{0}^{x} \int_{0}^{x} A(x) d x^{2} \int_{0}^{x} \int_{0}^{x} A(x) d x^{2} \ldots . . . \int_{0}^{x} \int_{0}^{x} x A(x) d x^{2}\right]
$$

are linearly independent solutions of the equation (1), where $A(x)$ is given with (3).
These solutions are given in the book [5] of prof. d-r Dragan Dimitrovski.
Further on, as a development of this theory and this presentation of these solutions, arise the solutions that are called generalized sine and generalized cosine of the differential equation 1. These functions are given with:

Definition. Generalized sine is a solution of the differential equation (1) ( $a(x)>0$ ) with initial conditions

$$
y(0)=1, y^{\prime}(0)=0,
$$

given with

$$
y_{1}(x) \equiv \cos _{a(x)} x=1-\int_{0}^{x} \int_{0}^{x} a(x) d x^{2}+\int_{0}^{x} \int_{0}^{x} a(x) d x^{2} \int_{0}^{x} \int_{0}^{x} a(x) d x^{2}-\ldots
$$

Definition. Generalized cosine is a solution of the differential equation (1) ( $a(x)>0$ ) with initial conditions

$$
y(0)=0, y^{\prime}(0)=1,
$$

given with

$$
y_{2}(x) \equiv \sin _{a(x)} x=x-\int_{0}^{x} \int_{0}^{x} x a(x) d x^{2}+\int_{0}^{x} \int_{0}^{x} a(x) d x^{2} \int_{0}^{x} \int_{0}^{x} x a(x) d x^{2}-\ldots
$$

The last two functions are linearly independent functions. They have a number of properties that are analogous to the ordinary sine and cosine.

## 4. DIFFERENTIAL EQUATION OF THE SECOND ORDER IN THE SPACE OF LIMITED ANALYTIC FUNCTIONS AND 2-NORMED SPACE

As it is done in part 1 , for the functions $h_{1}(x)=\cos _{a(x)} x$ and $h_{2}(x)=\sin _{a(x)} x$, they are linearly independent functions. Therefore with
$\|f\|=\left\|f, h_{1}\right\|+\left\|f, h_{2}\right\|=\left\|f, \cos _{a(x)} x\right\|+\left\|f, \sin _{a(x)} x\right\|$
a norm is determined in regarding to which the same space can be considered. For example, we can consider a function that will have a minimum norm in relation to the solutions of the differential equation that are of trigonometric shape, $h_{1}, h_{2}$.

Analogously, in a given space we can have two linearly independent functions $\{f, g\}$ that play a significant role in a given process or are essential in a given process in terms of determining solutions and the distance between the functions in that space. In that case, the differential equation (1) is also considered. Then with
$\|h\|=\|h, f\|+\|h, g\|$
a function $h$ can be required which will be a solution of equation (1) and at the same time will have the lowest possible norm in relation to the previously introduced norm. In other words, in terms of a suitable norm, introduced by means of a 2 -norm, to determine a function of a given shape that is technically the most suitable in the process, which at the same time will be a solution of the differential equation, at least in approximate form, and at the same time be "close enough" to the norm to two given functions of the process, whether or not they are solutions of equation (1).

Analogously, a nonlinear second order differential equation can be considered. In other words, we have an equation of the form

$$
y^{\prime \prime}=f\left(x, y, y^{\prime}\right) .
$$

For it we can have solutions of the form $y_{1}(x)$ and $y_{2}(x)$, which are of course linearly independent. With the help of these two functions, we can determine the norm in the space of limited analytical functions in the same way as in the previous part of this point.

It remains a key requirement of solutions that they have a predetermined performance, that suits the applicant, and at the same time meets some of the conditions of this paper.
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