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GRAPE LEAVES DISEASE RECOGNITION USING AMAZON SAGE MAKER 

ANGELA TOCKOVA, ZORAN ZLATEV, SASO KOCESKI 

 

Abstract. Agriculture has faced multiple challenges throughout 20th and 21st century. Population growth means 
more mouths to feed, but, unfortunately, smaller rural labor force, which stimulated people to develop more 
efficient and sustainable production methods in order to adapt plants to different climate changes and make 
them more resistible to diseases. Accurate and rapid diagnosis of plant diseases has shown to play an important 
role in improving the quality and quantity of agriculture crops. In this article we are proposing an automated 
disease detection and classification service for grape leaves using traditional image processing and AI 
techniques using Amazon Sage Maker service. We are focusing our work on detecting three different diseases 
of grape leaves: black rot, black measles, and leaf blight disease. The results of our study are presented and 
discussed in the following. 

 

1. Introduction 

Grapes are one of the highest demanded table fruits in Europe after bananas. In 2019 Europe 
produced over 24.2 million tons of grapes with Italy and France at the top of grape production, but only 
1.7 million were used as table grapes for fresh, raw consumption.  

Moreover, the development of wine industry increased the demand for the production of high-
quality grapes. Today, wine industry is a significant business sector having wine markets around the 
whole world. Europe is marked as the highest per capita wine consumption market with over 35 liters 
per person per year. The second biggest wine consumption market is Australia with 23.9 liters per 
person, and the US has a significantly lower consumption with 9.9 liters and China with just 3.5 liters 
per person [1]. Research shows that in the last three decades, wine industry has grown tremendously 
not only with the wine consumption, but also with the growth of wine tourism. Vineyards in 
combination with wineries have become a very popular tourist attraction especially in the 00’s. Studies 
from US showed that wineries and wine festivals drew over 16.3 million visitors in 2001, who spent 
over $2 billion [2]. Wine tourism and wine industry have a very big impact on the local economy of 
many countries in the world such as Italy, Spain, France, USA, China etc.  

The economy of North Macedonia is highly dependent on agriculture and its productivity. In 2020, 
the share of agriculture in North Macedonia's gross domestic product (GDP) was around 10% percent. 
The wine and viticulture sectors are one of the most important sectors in the agriculture in the country 
contributing with 17-20% in the agriculture GDP. Around 100.000 people are directly engaged within 
this sector like wineries, winemakers, viticulturists, and employees of the companies which are 
producing the materials for the respective industry. 

However, like many other plants, grapes are very sensitive to climate, bacteria, fungi and viruses. 
Grape diseases cause significant crop losses, reduce the quality of berries with impact on sugar content 
and pigmentation and can also shorten the longevity of one grape plant. We now know about 65 viruses 
that can attack grape plants; not all of them cause big economic damages, but there are some types that 
seriously affect the global grape industry. Some of the most well-known grape diseases are leafroll 
disease, black rot, measles etc. [3].  
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Diagnosing a disease on plants can be difficult because farmers should be able to protect the plant 
before any disease becomes visually recognizable. Farmers usually first observe the visual symptoms 
of a disease in plants, but at that point it can already be too late to save the plant. On the other hand, 
experts can easily diagnose diseases with diagnostic tests made in laboratories, but the most common 
practice is detection with naked eye, which is what most farmers use. This practice can very often lead 
to wrong predictions and diagnosis; that is why there is a need of automatic disease detection which 
can detect the disease in its early stage without the help of laboratory tests and expert observations.  

However, in the last decade, the concept of automation in agriculture is permanently advancing 
with a fast pace mainly due to the development of Machine Learning and Artificial Intelligence (AI). 
The growing popularity of the Artificial Intelligence (AI) and its application in various fields [3], 
starting from tourism [4] through medicine [5-8], biology [9], education [10], robotics [11-14], and also 
economy [15], is mainly due to the apparatus, i.e., the models and techniques used to mimic human 
reasoning, learning and improving during time. 

In this article we are proposing an automated disease detection and classification service for grape 
leaves using traditional image processing and AI techniques using the Amazon Sage Maker service 
[16]. We are focusing our work on detecting three different diseases on grape leaves: black rot, black 
measles and leaf blight disease. The results of our study are presented and discussed as follows. 

2. Related research 

Since the beginning of grapevines plantation, people made tremendous efforts to improve the 
production and quality of the grape. Of course, science took a great part in fighting the battle between 
farmers and plant diseases. Scientists know that the key is in early detecting and recognizing the disease 
that affects the plant, so a lot of research is focused on how the disease can be detected before it is too 
late. 

On the other hand, with the rising of artificial intelligence, scientists were longing to implement AI 
in everyday life. Automated identification and classification of plant leaf disease was a breakthrough 
idea for the reduction of economic losses and the conservation of specific species. In 2012, Li et al. [17] 
proposed the method based on K_means clustering with designing a special Support vector machine 
(SVM) used as classifier. It used thirty-one selected features to recognize powdery and downy mildew 
disease with very good recognition rate of 93.33% and 90% accordingly. Later in 2016, Waghmare [18] 
also used multiclass SVM to detect diseased parts using a different technique through leaf texture 
analysis and pattern recognition. One leaf was used as an input, on which background removal was 
performed and then it was put into segmentation. Then, high pass filter analyzes the segmented leaf to 
detect the affected (sick) part. In the end, the extracted texture pattern is given to the multiclass SVM 
to make the recognition.  

With a modern approach, Miaomiao et al. [19] tried to use Deep Learning techniques with united 
convolutional neural networks (CNN) based on an integrated method. This UnitedModel was pretrained 
to distinct several grape plant diseases such as esca, isariopsis and black rot compared to healthy leaves, 
using complementary discriminative features. This model compared to other CNN models achieved 
better results with the test accuracy of 98.57%.  

In our study we are proposing an algorithm based on ResNet neural network. Moreover, we are 
trying to integrate the proposed algorithm in the form of a cloud service leveraging on AWS 
infrastructure.  
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3. Working methodology and environment  

With cloud technology these days, e.g., AWS SageMaker, we can find efficient and practical 
solutions to agricultural problems [20]. As part of Amazon Web Services, SageMaker was introduced 
as a service that enables scientists to build, train and deploy machine learning models in the cloud. 
Being a cloud service, and working with almost 100% GUI makes every step of ML development easier 
to learn and use. Starting from data labeling, preparation of data, feature engineering, auto-ML, training, 
automatic model tuning, deployment, hosting etc., it offers a whole process to build a machine learning 
solution for our problem.  

AWS SageMaker service is also very good for building scalable machine learning models, and it 
will provide incremental training as well as automatic hyperparameter optimization. In comparison with 
JVM-based model, this approach showed better performance on large datasets [21]. In our research, we 
will be using this service to develop and build our train machine model and then deploy the model for 
further use. Imagining a robot that will take pictures of plant’s leaves, or maybe a case scenario when 
the farmer himself will want to know which disease he sees on his plant, the taken picture will be 
uploaded on the hosted environment where after examining the image, our software will give 
information about the disease of the plant with a percentage of accuracy. The software will also 
recognize healthy leaves where there is no disease visible.  

4. Data Source 

For developing the machine learning service, images are gathered from the public data source Plant 
Village Dataset [22]. We used raw, colored images for: Black rot, Black measles, Leaf blight and also 
images for healthy leaves. We had two hundred images of each disease and two hundred images of 
healthy leaves. We choose the same number of images per disease in order to have a balanced dataset 
which is crucial for making a good machine learning model. Imbalanced datasets can lead to false 
prediction and bad metric results.  

Every image was in .jpg format and had the same size of 256 × 256 pixels. Images were classified 
within folders which were named after the disease the images represented, e.g. 

 

• input-images/black-rot;  
• input-images/black-measles; 
• input-images/leaf-blight; 
• input-images/healthy 
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Figure 1. Image examples of each category 

 

After the preparation of example data, the process can continue within the AWS SageMaker. For 
the purpose of training, we created an Amazon SageMaker notebook instance which is a machine 
learning compute instance running the Jupyter Notebook App. Inside our notebook instance, we first 
uploaded our training data in the Files directory. The training data is being uploaded as we previously 
classified it in named folders, two hundred images for every type of disease, plus two hundred images 
in the Healthy leaves folder. After uploading all data, we continued the process by creating a Python 
script within the Jupyter Notebook which has a preinstalled environment for working with Python 3. 
This script is used to define the training and validation set, percentage of images which should be 
allocated for testing and validation and generating the training and validation data. In this script, we 
defined the split ratio for the validation set to be 20%. That means that 80% of the images will be used 
for training (160 images from each disease folder and 160 from the healthy leaves folder), and 20% (40 
images from each disease folder and 40 from the healthy leaves folder) will be used to validate if the 
model did a good job in learning the image’s features.  

For the use of the training algorithm, we generated a list file in which every row represents one 
image and has three explanation columns: index, label (image class) and file name. This list file is stored 
in the S3 AWS storage. With creating the list file, we finished the first process of fetching, cleaning and 
preparing data. Now the second process starts, which will be in the hands of the AWS Residual neural 
network (ResNet) integration.  

5. System architecture 

In 2015 ResNet became the most groundbreaking work in the computer vision and deep learning. 
Its success was largely based on the fact that training on large number of layers was now successful 
without failing on the “vanishing gradient” problem. This vanishing gradient problem was an issue in 
every network architecture built with thousands of convolutional layers. To understand this problem, 
which was very usual then, we must explain the backpropagation process. 

 

 

Black rot Black measles 

Leaf blight Healthy 
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Backpropagation process is an algorithm for training neural networks based on gradient descent.  
On every iteration the algorithm calculates the error of how far the output from the actual output is, then 
it checks whether this error is minimized, if it is not, then the algorithm must update the weights and 
repeat the process until it finds the minimum error. This process is being done on every layer, and when 
we have a network with too many layers, the gradient becomes smaller and smaller until it “disappears”. 

Before ResNet, there were several ways invented to solve this vanishing gradient issue, but 
unfortunately none of them succeeded in solving the problem. Then a new theory was introduced by 
the creators [23] of ResNet in which they successfully managed to solve the problem by adding an 
“identity shortcut connection” which skips one or more layers. This idea is shown in the following 
figure: 

 

Figure 2.  ResNet architecture 

𝑎𝑎! = 𝑥𝑥	
𝑧𝑧!"# = 𝑤𝑤!"# ∙ 𝑎𝑎! + 𝑏𝑏!"#	
𝑎𝑎!"# = 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅(𝑍𝑍!"#)	
𝑧𝑧!"$ = 𝑤𝑤!"$ ∙ 𝑎𝑎!"# + 𝑏𝑏!"$	
𝑎𝑎!"$ = 𝑧𝑧!"$ + 𝑎𝑎! 	↔ 𝑓𝑓(𝑥𝑥) + 𝑥𝑥	

 

With stacking identity mappings or layers that actually do not do anything, the network would not 
degrade its performance and deeper model should not produce a higher training error. ResNet made its 
breakthrough when winning the prestigious CVRP 2016 Best Paper Award, and after that it took the 
first place on three tasks in the ImageNet competition. ResNet showed to reduce the top-1 error by 3.5 
% compared with plain ImageNet. Over the past few years, there have been many variations of the 
network and the latest improvement comes from Amazon researchers who implemented this neural 
network in Amazon machine learning services.  

6. Model training 

To start training our model with the already prepared data, we first used the Estimator API. We create 
an estimator class in which we declare our number of training instances, their type and the output path. 
For this purpose, we created one instance with type ml.p2.xlarge which has 1 GPUs, 4 vCPUs, 61 GiB 
of RAM and high network bandwidth.  

 

 

 

 

 

x 

x 
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weight layer 

weight layer 
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F(x)+x 

relu 

relu 
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Table 1. Five best training jobs 

 

 

 

 

 

 

 

 

After creating the estimator, we declare our training parameters, for the training we will use 18 
layers and 20 parallel training jobs. Our image shape is already defined and it is 256 x 256 pixels. The 
number of training samples is the number of images we will fed to the model which in our case is 700 
images, the number of classes is 4 as we train our model to find three types of diseases and also healthy 
leaves. We also define the minimum and maximum batch size, we set the minimum to 16 and the 
maximum to 64, and we set epoch number to 10. Batch size is the number of training examples utilized 
in one iteration, where epoch is the number of passes to the entire training dataset to the machine 
learning algorithm. Next, we set our minimum learning rate to 0.0001 and maximum learning rate to 1. 

The next thing is configuring Hyperparameter Tuning Job using the previously defined parameters. 
This feature chooses a random combination of values from within the ranges that we specify for 
hyperparameters for each training job. The purpose of Hyperparameter tuning is to allow multiple 
training jobs with different values to be tried out seeking for the best training job with the best validation 
accuracy. After this, we run the hyperparameter tuning job. It took 8 hours, 8 min and 24 seconds to 
finish the training job. 
 After the job was finished, we printed the best 5 training jobs. 

From this table we can see that the best training job is with number 18 and the value of 0.979290. 
After finding the best training job, we deploy the model.  

7. Deploying the model 

After finishing with training, we want to deploy the model to an endpoint. The endpoint will be a 
separate AWS instance which will contain our trained model and will be programmed to recognize 
every image that has been uploaded to the test-images folder within the Jupiter Notebook. For creating 
the model, we call the create_model function from the SageMaker API with the model name 
plantdisease-training. When the training model is created, we create the endpoint with the 
create_endpoint function and host the model on it. For endpoint configuration we choose one instance 
with the type ml.t2.medium and we name the endpoint plant-disease-ep. When the endpoint is created, 
we start doing tests to see how our trained model will respond to given images for recognition. 

 

 

# Value Name Time Learning 
Rate 

18 0.979290 plant-disease-002-fe1389d3 392s 0.030373 

3 0.978198 plant-disease-017-9b271b42 408s 0.006945 

4 0.975783 plant-disease-016-ff8b5c57 413s 0.000215 

1 0.974702 plant-disease-019-7db57420 409s 0.005196 

11 0.973373 plant-disease-009-201f8054 466s 0.027701 
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8. Experimental results and discussion 

From the process of training the model, we could see very good results on every disease, and on 
the healthy leaves also. Our five best training jobs were with more than 97% accuracy, especially good 
on leaves with black measles and black rot with 99% accuracy. The training dataset of images contained 
images with good quality and good representation of the diseases. The quality and quantity of the dataset 
itself made big impact on the accuracy of the training model.   

 

 

 

 

 

 

 

 

 

 

 

 

 

To finalize our research about how AWS SageMaker works with image recognition, we ran several 
tests using images with different size, different lighting, and low-quality images.  We used random 
images of grape leaves downloaded from the internet and uploaded them to our test-images folder. From 
testing on random images, we can say that our model successfully recognized every time we uploaded 
an image with black rot disease, or black measles disease.  

We also realized that the model sometimes gave wrong outputs when uploading an image where 
the disease was not very easily noticeable, so the result was a healthy leaf when in fact the leaf had a 
leaf-blight condition. We also noticed that when black rot disease is widespread on a bigger surface of 
the leaf, it is sometimes confused with the black-measles disease. Overall, we can conclude that our 
model, beside some wrongful outputs, proved to be accurate in most of our tested images. 
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Figure 3.   Training and testing accuracy 



52

  

Figure 5.   Result from testing 

Figure 4.   Result from testing 

Figure 6.   Result from testing 
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Figure 5. Results from testing

Figure 6. Results from testing
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In addition to the accuracy of the model, very important classification metrics are precision and 
recall and F1-Score. These other metrics are very important because they represent a more insightful 
picture which is not the performance of the model, but also which classes are predicted correctly and 
incorrectly. To calculate these metrics, we need four classification numbers: TP (true positive), FP (false 
positive), FN (false negative), FP (false positive) [24]. 

Black measles 

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
=

19
19 + 2

=
19
21

= 0.90	 => 90% 

 

𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟 = 	
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
=

19
19 + 0

=
19
19

= 1 => 100% 

𝐹𝐹1 = 2 ∗
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

= 2 ∗
0.90 ∗ 1
0.90 + 1

= 2 ∗
0.90
1.90

= 2 ∗ 0.47 = 0.94 

 

Black root 

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
=

19
19 + 1

=
19
20

= 0.95	 => 95% 

𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
=

19
19 + 0

=
19
20

= 1 => 100% 

𝐹𝐹1 = 2 ∗
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

= 2 ∗
0.95 ∗ 1
0.95 + 1

= 2 ∗
0.95
1.95

= 2 ∗ 0.49 = 0.98 

 

Leaf blight 

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝑇𝑇
=

15
15 + 4

=
15
19

= 0.78	 => 78% 

 

𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
=

15
15 + 2

=
15
17

= 0.88 => 88% 

𝐹𝐹1 = 2 ∗
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 ∗ 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 + 𝑝𝑝𝑝𝑝𝑝𝑝𝑟𝑟𝑟𝑟𝑟𝑟

= 2 ∗
0.78 ∗ 1
0.78 + 1

= 2 ∗
0.78
1.78

= 2 ∗ 0.44 = 0.88 
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9. Conclusion 

In this work, we managed to develop an effective and “modern” approach to automatic grape 
diseases identification. What makes our approach effective is the use of the ResNet architecture which 
made a breakthrough with image recognition in the past years. With the ResNet networks the vanishing 
gradient issue is completely solved and there is no problem in building deeper models. The training 
error is reduced by 3.5% percent in comparison with ImageNet which is also shown in our training jobs 
with more than 97% accuracy.  

On the other hand, what gives a modern feature to our work is that all the developing and testing is 
completely based on the cloud. Amazon Web Services give us almost unlimited resources of storage, 
computing power and speed to solve even the hardest deep learning problems with insignificant money 
and time. Using the SageMaker service we have built a scalable machine which will have no problems 
to work with large datasets. Also, we do not have to worry about the latest technology improvements 
because these services are maintained constantly by one of the best developers in the world.  

Being on the cloud, our project is remotely accessible from everywhere, which is one of the key 
features in developing now. In addition, it can always be extended to other plant disease identification 
tasks and similar machine learning problems. 
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