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DEEP LEARNING-BASED DETECTION AND CLASSIFICATION OF 

DOCUMENT ELEMENTS USING ROBOFLOW 

JOSÉ ALEJANDRO RAMÓN ROCHA, ELENA JOVANOVSKA, MARJAN KOTEVSKI, BLAGOJ KOTEVSKI AND SASO 

KOCESKI 

Abstract. Recent advances in deep learning have enabled significant improvements in 

document understanding and processing. This paper presents a workflow for detecting 

and classifying key document elements—paragraphs of text, tables, signatures, and 

stamps—using deep learning models implemented through the Roboflow platform. We 

address the unique challenges of document element detection, including complex spatial 

relationships, overlapping boundaries, and varying formats across different document 

types. Our methodology leverages the Roboflow's comprehensive toolkit for dataset 

preparation, model training, and deployment, with particular attention to data 

augmentation techniques specific to document processing. The proposed system achieves 

robust detection and classification of document elements. Experimental results 

demonstrate the system's effectiveness in real-world applications. Our findings indicate 

that the proposed approach offers significant accuracy and efficiency of automated 

document processing, particularly in scenarios requiring the precise identification and 

extraction of structured and unstructured document components. 

1. Introduction 

The automated analysis of document elements—including paragraphs of text, tables, 

signatures, and stamps—represents a fundamental challenge in intelligent document 

processing. While traditional optical character recognition (OCR) systems excel at 

converting text into machine-readable format, the detection and classification of distinct 

document elements require a more sophisticated approach. The recent advancements in 

artificial intelligence have made a huge impact and transformed almost all sectors in 

society such as: tourism [1], medicine [2-4], biology [5], education [6-7], robotics [8-12], 

and economy [13]. Moreover, the development of deep learning and computer vision 

technologies have revolutionized document analysis by enabling automated systems to 

detect, classify, and understand complex document elements with remarkable accuracy, 

transforming the traditionally manual and time-consuming processes across industries 

into efficient, scalable operations. This paper presents a deep learning-based solution, 

leveraging the Roboflow platform [14], for accurate identification and classification of 

key document components. 

Document element detection presents unique challenges that distinguish it from 

conventional computer vision tasks. Unlike natural images where objects are typically 

well-separated and distinct, document elements often exhibit complex spatial 

relationships, overlapping boundaries, and varying formats. Tables may contain 

embedded text, signatures might overlap with stamps, and paragraphs can be formatted in 

multiple columns or interrupted by other elements. These characteristics necessitate 

specialized approaches to achieve reliable detection and classification. 



52 JOSÉ ALEJANDRO RAMÓN ROCHA, ELENA JOVANOVSKA, MARJAN KOTEVSKI, BLAGOJ 

KOTEVSKI AND SASO KOCESKI 

 
 

 

The advent of deep learning architecture has revolutionized computer vision tasks, 

offering new possibilities for document analysis. Recent advances in object detection 

networks, particularly those optimized for document processing, have demonstrated 

remarkable capability in identifying and classifying document elements with high 

precision. Our approach utilizes these advances, implementing a custom-trained model 

through the Roboflow platform to achieve robust detection of four critical document 

elements: paragraphs of text, tables, signatures, and stamps. 

The Roboflow platform provides crucial advantages in developing and deploying 

document analysis solutions. Its comprehensive toolkit facilitates efficient dataset 

preparation, model training and deployment, while offering capabilities for data 

augmentation and preprocessing that are particularly valuable for document processing. 

These features enable the creation of more robust models capable of handling variations 

in document quality, orientation, and formatting that are common in real-world 

applications. 

Tables present a particular challenge in document processing due to their variable 

structure and the need to preserve their logical organization. Our approach not only detects 

the presence and boundaries of tables but also maintains the structural relationships 

necessary for downstream data extraction. Similarly, the detection of signatures and 

stamps—crucial for document verification and workflow routing—requires careful 

consideration of their unique visual characteristics and potential overlap with other 

elements. 

The applications of this technology span across numerous domains where document 

processing plays a critical role. In financial services, it enables automated processing of 

forms and contracts by accurately identifying and extracting information from specific 

document sections. Healthcare organizations can benefit from improved processing of 

medical records, where the accurate detection of tables containing test results and official 

stamps for validation is crucial. Legal firms can streamline document review processes 

by automatically identifying key paragraphs and verification elements like signatures and 

stamps. 

This paper presents a workflow for developing and implementing an efficient detection 

and classification system, including preparation of training data, model architecture 

selection, and optimization strategies. We evaluate our approach on a diverse dataset of 

real-world documents, demonstrating its effectiveness in accurately detecting and 

classifying document elements across various formats and quality levels. Through 

detailed analysis, we examine the system's performance and discuss its practical 

applications in automated document processing workflows. 

 

2. Related work 

The automated detection and classification of document elements has evolved 

significantly with the advancement of deep learning techniques. This section reviews 

relevant work in document layout analysis, element detection, and the application of deep 

learning in document processing. 
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Early approaches to document layout analysis relied primarily on rule-based systems 

and traditional computer vision techniques. Chen et al. [15] proposed X-Y cut algorithms 

for page segmentation, while O'Gorman [16] introduced the docstrum algorithm for 

document layout analysis. These methods, while foundational, struggled with complex 

layouts and varying document formats. 

The emergence of deep learning has transformed the document layout analysis. 

LayoutLMv2 [17] introduced a multimodal pre-training approach that jointly models text 

and layout information, achieving state-of-the-art performance on several document 

understanding tasks. DocFormer [18] extended this work by incorporating visual features 

and spatial relationships between document elements, demonstrating improved 

performance in document structure understanding. 

Recent years have seen significant advances in applying object detection architectures 

to document element detection. YOLO-based approaches have been particularly 

successful in this domain. Huang et al. [19] adapted YOLOv5 for document layout 

analysis, achieving high accuracy in detecting text blocks, tables, and figures. Similarly, 

FastDoc [20] proposed a lightweight detection framework specifically optimized for 

document elements. 

Table detection has received special attention due to its complexity. CascadeTabNet 

proposed dual neural architecture for table detection and structure recognition and 

presented an improved approach upon this with a cascade mask R-CNN, demonstrating 

superior performance in detecting complex table structures [21]. 

The detection of signatures and stamps presents unique challenges due to their variable 

appearance and potential overlap with other elements. Signature and logo detection using 

deep CNN and YOLO v2 for document image retrieval was proposed in [22]. It was 

demonstrated that the proposed solution could be very useful for document retrieval using 

signature or logo information. For seal text detection, Sun et al. [23] developed an 

improved YOLO v8 detection method based on a receptive-field attention and efficient 

multi-scale attention (RFEMA) module. 

The development of platforms like Roboflow has significantly streamlined the 

implementation of deep learning solutions for document processing. Similar platforms 

such as Fedvision [24] and MMDetection [25] have been widely used in academic 

research for object detection tasks. Fedvision is based on federated learning approach and 

is suitable for edge-devices in IoT networks but compared to Roboflow, it lacks the 

support for multiple architectures (YOLO, SSD, etc.) as well as auto-labeling tools.  

MMDetection is a powerful, highly configurable open-source framework suited for 

advanced users who need full control over training and customization of state-of-the-art 

object detection models but it still lacks the auto-labeling features compared to Roboflow. 

Moreover, Roboflow's specialized features for document processing, including automated 

data augmentation and preprocessing pipelines, have made it particularly suitable for 

document element detection tasks. 

Recent work has increasingly focused on multi-modal approaches that combine visual 

and textual information. DocEnTr [26] introduced a transformer-based architecture that 

jointly processes visual and textual features for improved document understanding. 
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Similarly, DocFormer [27] demonstrated the benefits of incorporating spatial information 

alongside visual and textual features. However, both of them are lacking the support of 

various object detection models as well as auto-labeling features that are significantly 

improving the training of models.  

Despite significant progress, several challenges remain in document element detection. 

Binmakhashen et al. [28] highlighted issues with handling degraded documents and 

complex layouts. The integration of deep learning models with downstream processing 

tasks, such as information extraction and document classification, remains an active area 

of research. 

 

3. Document element detection workflow 

The workflow for creating and training a document element detection model is 

presented in Figure 1. It begins with comprehensive data collection. This initial phase 

involves gathering a diverse set of document images that represent various layouts, quality 

levels, and orientations. For robust model training, we collected 390 images with a 

minimum of 80 images per class to ensure sufficient representation of different document 

elements, despite the fact that the text paragraphs are dominant in the text documents and 

their number is significantly higher. 

Once the dataset is assembled, the next step involves uploading the collected images 

to the Roboflow platform. The platform accepts common image formats such as JPG and 

PNG, making it flexible for various data sources. 

 
 

Figure 1. Document element detection workflow based on YOLO v11 and Roboflow 

Image preprocessing follows the upload phase, where several crucial transformations 

are applied. All images are resized to 640x640 pixels to meet YOLOv11's input 

requirements. The platform automatically handles image orientation correction and 

performs pixel normalization to ensure consistent input quality. During this stage, any 

corrupt images are identified and handled appropriately to maintain dataset integrity. 
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The annotation process represents a critical phase in the workflow. Using Roboflow's 

annotation tool, each image is carefully labeled with bounding boxes for four distinct 

classes: paragraphs of text, tables, signatures, and stamps. This process requires careful 

attention to maintain consistency in annotation style and accuracy across the entire 

dataset. 

Following annotation, the dataset is strategically split into three subsets. The training 

receives 70% of the data, while the validation receives 20% and test sets receive 10%. 

This division ensures sufficient data for training while maintaining independent sets for 

validation and final performance evaluation. 

Data augmentation techniques are then applied to enhance the model's robustness. The 

process includes rotating images within a ±15degree range, adjusting brightness by ±20%, 

adding random noise, and applying slight blur effects of 0.5 pixels. These augmentations 

effectively triple the dataset size and help the model generalize better to various document 

conditions. After the augmentation phase, the dataset size increased to 936 images. 

The training phase utilizes the YOLOv11 architecture with carefully tuned 

hyperparameters. The model trains use a batch size of 64 across 300 epochs. Early 

stopping with a patience of 10 epochs is implemented to prevent overfitting. Model 

checkpoints are saved throughout training to preserve the best-performing iterations. 

Model evaluation employs three key metrics: mean Average Precision (mAP), 

precision, and recall. These metrics provide comprehensive insight into the model's 

detection capabilities across all classes. A confusion matrix analysis helps identify 

specific areas where the model might be struggling with document elements. 

If the evaluation reveals suboptimal performance, the workflow enters an iteration 

phase. This might involve adjusting hyperparameters, expanding the training dataset, 

modifying augmentation strategies, or reviewing annotation quality. Once the model 

achieves satisfactory performance across all metrics, it moves to the deployment phase. 

The final deployment stage involves exporting the model in the required format, setting 

up API endpoints for inference, and implementing the necessary pipeline for production 

use.  

4. Experimental evaluation 

The training of the model was conducted using the Roboflow platform, leveraging the 

You Only Look Once (YOLO) v11 architecture [29]. This model addresses one of the 

most complex challenges in computer vision: the precise identification and localization 

of objects in real-time applications. Since its introduction, YOLO has gained recognition 

for its straightforward yet effective design. Unlike conventional multi-stage methods, 

YOLO processes the entire image in a single pass through a neural network, 

simultaneously predicting bounding boxes and class probabilities without requiring prior 

priming. This approach not only enhances efficiency but also ensures rapid image 

processing without sacrificing accuracy. 

A notable limitation in earlier YOLO versions was the Cross Stage Partial (CSP) 

mechanism. To overcome this, YOLOv11 incorporates the C3K2 block, which improves 

the information flow within the network. By dividing the feature map and applying a 

sequence of 3x3 convolutions, the C3K2 block achieves faster and more computationally 
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efficient operations compared to larger kernels. This design allows for superior feature 

representation while reducing the number of parameters relative to YOLOv8. 

YOLOv11 retains the Spatial Pyramid Pooling Fast (SPFF) module, which aggregates 

features from different regions and scales within an image. This capability strengthens the 

network's ability to detect objects of diverse sizes. Another significant innovation in 

YOLOv11 is the Cross Stage Partial with Spatial Attention (C2PSA) block. This 

component employs attention mechanisms to direct the model's focus toward critical areas 

in the image, particularly useful for detecting small or partially obscured objects. 

The model was trained with a batch size of 64 over 300 epochs. After training the model 

on the curated dataset, its performance was assessed using the Roboflow platform. The 

real-time detection engine was tested on custom images, with some results illustrated in 

Fig. 2. 

 

 
Figure 2. Real-time detection of document elements in a sample image. 

 

5. Results and discussion 

The training and validation metrics are depicted in Fig. 3. The training graphs 

demonstrate steady progress in key metrics. Both the box loss and classification loss 

curves exhibit a consistent decline for training and validation, indicating improved 

accuracy in bounding box localization and object classification. Similarly, the focal loss 

distribution shows ongoing refinement in predicting box boundaries. 
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Figure 3. Training and validation performance graphs. 

 

Post-training evaluation yielded the following metrics: mAP: 98.5%, Precision, 98.7% 

and Recall 95.6%. The steady rise in precision and recall suggests a reduction in false 

positives and an increase in correctly identified objects. Additionally, the mAP50 and 

mAP50-95 values show continuous improvement, underscoring the model's robust 

performance even under stringent evaluation criteria. These trends indicate effective 

learning without overfitting, achieving a harmonious balance between training and 

validation (Fig. 4). 

 

 
Figure 4. mAP50 and mAP50-95 values show continuous improvement. 
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6. Conclusion 

In this paper, we have demonstrated a robust and efficient workflow for detecting and 

classifying key document elements—such as paragraphs, tables, signatures, and stamps—

using deep learning models implemented via the Roboflow platform. By addressing 

challenges such as complex spatial relationships, overlapping boundaries, and diverse 

document formats, our approach leverages advanced data augmentation techniques and a 

comprehensive toolkit to achieve high accuracy and adaptability across various document 

types and quality levels. The experimental results highlight the system's effectiveness in 

real-world applications, showcasing its ability to precisely identify an extract of both 

structured and unstructured document components. This work underscores the potential 

of deep learning in advancing document understanding and processing, offering a scalable 

solution for automating tasks that require high precision and efficiency. Future research 

could explore extending this framework to additional document types and further 

optimizing model performance for edge deployment scenarios as well as its direct 

integration with Large Language Models (LLMs). 
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