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Tpera merynapoana kondepenuuja ETUMA
Third International Conference ETIMA

PREFACE

The Third International Conference “Electrical Engineering, Technology, Informatics, Mechanical
Engineering and Automation — Technical Sciences in the Service of the Economy, Education and
Industry” (ETIMA’25), organized by the Faculty of Electrical Engineering at the “Goce Delchev”
University — Shtip, represents a significant scientific event that enables interdisciplinary exchange of
knowledge and experience among researchers, professors, and experts in the field of technical sciences.
The conference was held in an online format and brought together 78 authors from five different
countries.

The ETIMA conference aims to establish a forum for scientific communication, encouraging
multidisciplinary collaboration and promoting technological innovations with direct impact on modern
life. Through the presentation of scientific papers, participants shared the results of their research and
development activities, contributing to the advancement of knowledge and practice in relevant fields.
The first ETIMA conference was organized four years ago, featuring 40 scientific papers. The second
conference took place in 2023 and included over 30 papers. ETIMA’25 continued this scientific
tradition, presenting more than 40 papers that reflect the latest achievements in electrical engineering,
technology, informatics, mechanical engineering, and automation.

At ETIMA’25, papers were presented that addressed current topics in technical sciences, with particular
emphasis on their application in industry, education, and the economy. The conference facilitated
fruitful discussions among participants, encouraging new ideas and initiatives for future research and
projects.

ETIMA’25 reaffirmed its role as an important platform for scientific exchange and international
cooperation. The organizing committee extends sincere gratitude to all participants for their
contribution to the successful realization of the conference and its scientific value.

We extend our sincerest gratitude to all colleagues who, through the presentation of their papers, ideas,
and active engagement in discussions, contributed to the success and scientific significance of
ETIMA’25.

The Organizing Committee of the Conference



IIPE/II'OBOP

Tperarta merynapoana koudepennuja ,,Enexkrporexuuka, Texnonoruja, Madpopmarnka, MammHcTBO 1
ABTOMaTHKa — TEXHMYKA HAyKHW BO CiIy’)k0a Ha eKOHOMHjaTa, OOpa30BaHUETO W WHAyCTpujaTa‘
(ETUMA’25), opraausupana off EneKTpoTeXHUIKHOT (akynTeT mpu Y HUBEp3UTeToT ,,I onre Jlemaes*
— ITum, npeTcTaByBa 3Ha4YacH HaydeH HACTaH KOj OBO3MOXKYBa WHTEPIUCIMIUIMHApHA pa3MeHa Ha
3HaCHka M MCKYCTBA Mery HCTpaxKyBaud, NPOPECOPH M CKCIEPTH OJ TEXHUYKHTE HAyKH.
Kondepennujara ce onprxa Bo oHIAjH popMaT U 00earHU 78 aBTOPH OJ IET Pa3IAIHH 3EMjH.

Kondepenunjara ETUMA uma 3a nen aa co3aane GopyMm 3a HaydHa KOMYHHKAlHja, MOTTHKHYBajKH
MYJATHIUCLIUILUTMHAPHA COpaOOTKa M IPOMOBHPAjKH TEXHOJIOIIKY HHOBAIMH CO AUPEKTHO BIIWjaHHUE BP3
COBPEMEHOTO JKHBeeme. [IpeKy mpe3eHTanmdja Ha HAyYHH TPYJOBH, YYECHHIIUTE T'M CIIOJETyBaaT
pe3yNTaTUTE O/l CBOMTE MUCTPaXKyBara M Pa3BOJHU aKTHBHOCTH, IIPUIOHECYBAjKH KOH yHAIPEIyBambe
Ha 3HACHETO U NMPAKTUKATa BO PEJIEBAHTHUTE 00JIACTH.

[IpBata xoHdepenmmja ETMMA Oeme opranm3mpaHa TMpel YeTHPW TOIWHHU, TpH INTO Oea
npesentrpann 40 HaydHu TpynoBH. Bropara koHdepenuuja ce oapxka Bo 2023 roanHa U BKIyYd HaJ
30 tpynoBu. ETUMA’25 mnpomoyku co McTaTa Hay4Ha Tpajauiidja, Npe3eHTHpajku moBeke ox 40
TPYZOBH KOWU THM OTCIMKYBaaT HAjHOBUTE [OCTUTHYBama BO o0jacTa Ha €JIEKTPOTEXHHUKATa,
TEXHOJIOTHjaTa, MHPOPMATHKATa, MAIIMHCTBOTO U aBTOMATHKATA.

Ha ETUMA’25 6ea npe3eHTUpaHU TPYI0BH KOM 00pab0OTyBaaT aKTYEIHA TEMH O] TEXHHYKHUTE HAYKH,
Cco ToceOeH akIeHT Ha HHUBHATa NpUMEHa BO HWHAYCTpHjaTa, OOpa30BaHHMETO W EKOHOMHjaTa.
Kondepenuunjara 0Bo3MOXH TUIOIHA JUCKYCHja Mely y4YECHHUIIWTE, MOTTUKHYBAjKHM HOBU HIEH W
WHHULYjaTUBH 32 UIHU UCTPAKYBamba U MIPOEKTH.

ETHUMA’25 ja moTBpau cBojaTa yJiora Kako 3HavajHa IulaTopMa 3a HaydyHa pa3MeHa W
MHTEpHAIMOHAIHA copaboTka. OpraHM3alMOHUOT OI00p yIaTyBa MCKpeHa OJIaroJapHOCT IO CUTE
YUYECHUIIM 32 HUBHUOT MPHIOHEC KOH YCIIEITHATA Peali3allija Ha KOH(EepEeHIMjaTa i Hej3HHATa HaydHa
BpeaHocT. Kondepenijara ce o/ip>xka OHIAjH U 00SAMHU CEIyMICCET U OCYM aBTOPH OJ1 €T Pa3IUIHU
3eMjH.

I/I3pa3yBaMe rojcmMma 6JIal"O,Z[apHOCT A0 CUTC KOJICTU KOU CO NPE3CHTUPAKLC HA CBOUTE TPYAOBU, HJICH U

aKTHBHA BKJIIYUYEHOCT BO JUCKYCHUTE MpHIoHecoa 3a ycnexoT Ha ETMMA’25 u Hej3uHaTa HaydHa
BPEJIHOCT.

Opeanuzayuonen 0060p Ha KoOHepeHyujama
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Abstract

Intrusion Detection Systems (IDS) are critical components in ensuring the security of modern network
infrastructures, providing real-time detection and mitigation of malicious activities. However, these systems are
often challenged by limited computational resources, high false-positive rates, and inefficiencies in handling large
volumes of data. Resource optimization techniques have emerged as a vital area of research aimed at enhancing
the efficiency and accuracy of IDS implementations. This review systematically analyzes various resource
optimization strategies employed in IDS. The paper discusses the applicability, advantages, limitations, and
performance impacts of these techniques across different intrusion detection scenarios. Finally, future research
directions are proposed, highlighting the potential integration of advanced machine learning methods and real-
time adaptive optimization methods to further improve IDS efficiency and reliability.

Keywords
IDS, single-objective, multi-objective, resources, optimization

Introduction

An Intrusion Detection Systems (IDS) can be network-based (monitoring network traffic) or
host-based (monitoring activities on a host). Modern IDS often employ machine learning (ML)
and deep learning (DL) to improve detection of novel threats. However, these sophisticated
techniques can be computationally intensive. The deployment context of an IDS greatly
influences its resource requirements. In enterprise or cloud environments, IDS may have
powerful servers available, whereas in 10T, edge, or fog scenarios, the IDS components may
reside on embedded devices, wireless sensors, or gateway nodes with limited hardware
capabilities. With the proliferation of networked devices and high-speed data flows, modern
IDS face significant challenges, including handling large volumes of data under limited
computational resources and minimizing false alarm rates. Traditional IDS often struggle with
high false-positive rates and performance bottlenecks when are working on packet-level
analysis in high-speed networks[1]. These resource constraints are even worse in emerging
environments such as the Internet of Things (IoT), edge, and fog computing, where devices
may have limited processing power, memory, and energy supply. Ensuring timely and accurate
intrusion detection in such resource-constrained settings requires innovative optimization
techniques.
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This paper provides a comprehensive review of resource optimization techniques in IDS from
the last five years, covering both traditional network environments and resource-constrained
domains like 10T, edge, and fog computing. We categorize optimization approaches into single-
objective (optimizing one primary metric or goal) and multi-objective (simultaneously
optimizing trade-offs between two or more goals) strategies. A comparative summary of key
approaches is provided in Table 1. Finally, we outline future research directions, including the
integration of advanced machine learning and real-time adaptive optimization, to guide further
improvements in IDS efficiency and reliability.

1. Literature review

Recent years have witnessed extensive research into resource optimization for IDS, aiming to
improve detection accuracy and efficiency despite constraints. A prominent trend is the
incorporation of optimization algorithms — especially metaheuristic and evolutionary
algorithms — into IDS design[1]. Techniques like genetic algorithms (GAs), particle swarm
optimization (PSO), and other nature-inspired algorithms have been employed to tune IDS
parameters, select important features, and balance detection performance against resource
usage. In fact, a systematic review of IDS literature (2018-2023) identified GAs among the top
methods used alongside machine learning models to enhance IDS performance[2]. The
popularity of such algorithms underlines the growing focus on optimizing IDS configuration
for better trade-offs between security and resource consumption.

Sharma et al. (2024) conducted a systematic review of multi-objective optimization algorithms
for IDS in 10T networks, reflecting the growing interest in this area[3]. They note that a wide
variety of metaheuristic optimizers — Moth-Flame Optimization, Crow Search, VVortex Search,
Red Fox Optimization, multi-objective variants of algorithms like PSO and evolutionary
strategies — have been used to tackle IDS optimization with multiple goals. Notably, many
studies in their survey treat feature selection as a multi-objective problem, confirming that this
is a fruitful formulation for IDS. The use of multi-objective functions for computational
efficiency in loT was proposed for future studies by Al-Shurbaji et al. (2025) in their research
on Deep Learning-Based IDS for detecting 10T botnet attacks. They emphasize that MOO helps
in balancing the objectives for efficiency with selection of optimal feature subset [4].

The problem with low computational power is addressed by N. Dai and S. Uludag (2024) where
IoT devices are optimized for better resource optimization in inference time and memory
consumption [5]. They are showing that there is a trade-off between the models’ performances
and the resources usage. Better performance often needs higher resources consumption. In
conclusion they emphasize that high-performing models tend to consume more resources.
Hoseinpur F. (2022) in his dissertation besides the research on how to enhance security and
privacy in fog computing by designing lightweight and efficient IDS, they explore how to
efficiently utilize computing resources in fog computing to enhance the quality of services and
effectively facilitate the deployment of security mechanisms [6]. They have proposed an
analytical model to formulate resource management problems from a communication cost
perspective based on a greedy principle. The model minimizes the communication cost and
demonstrates near-optimal efficiency. Their work was not extended to other resources costs.

Several studies have reviewed the application of optimization techniques but have not addressed
resource optimization, despite its significance in IDS research. For example, Houssein et al. in
their paper have made a very comprehensive and in-depth analysis of metaheuristic algorithms
and their applications in wireless sensor networks. One downside in their work is that they
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haven’t addressed the utilization of the algorithms for efficient resource optimization, which
was already big topic to the day [7]. Manzoor et al. with their review on resource allocation
techniques (RAT) in cloud environments have presented that RAT are targeting MOO for
resource optimization[8]. Directing their work in the cloud computing area, they have pointed
out that one of the most research algorithms or resource optimization is Genetic algorithm.
Although in conclusion they did not consider their findings regarding optimization algorithms
and left them out of recommendations for future research. Therefore, our work can contribute
to future research in this area.

Table 1. Comparison of various resource optimization techniques in IDS.

Algo. Application  Optimization o Opt. Environmen
CEAES family | in IDS Goal CEEERIAVEITL techniq. t / Dataset
. Enterprise
.?':%ﬁgg & Single Bio- Hyperparame | Threshold Meta-Heuristic | PSO network
objective | Inspired | ter Tuning optimization (NSL-KDD
(2020)[1]
dataset)
R.
Manivannan | Single Bio- Feature Reduce - CICIDS-
& S. Selvaraj | objective | Inspired | Selection resources Meta-Heuristic | FOX 2017
(2025)[9]
MANET /
Einy et al. Multi Bio- Feature Reduce - Wireless
(2021D)[10] objective | Inspired | Selection resources Meta-Heuristic | MOPSO (KDD Cup
99 dataset)
. . Maximize
Ahsan et al. Slr)gle_ Bio- Hyperparame detection Meta-Heuristic | GWO
(2025)[11] objective | Inspired | ter Tuning
accuracy
N. Savanovié¢ | .. . Maximize .
et al. (2023) Slr)gle_ B'O'. Hyperp_a faMe | Yetection Meta-Heuristic Flrefly
objective | Inspired | ter Tuning Algorithm
[12] accuracy
HG A Lightweight
Umar et al. Slr_lgle_ N/A and Efficient | Reduce N/A DNN-KDQ CIC-
objective Model resources IDS2017
(2025)[13] .
Design
B. O.George Lightweight
and B. Single and Efficient | Reduce AE and FL
Pranggono objective N/A Model resources N/A techniques N-BaloT
(2025)[14] Design
Y. Chen et . . AWID and
al. (Iz/lbl'J(Iegtive E;’fluno g?/p_)reurrr])?nrame rRei((j)lLJJ(r:ges Meta-Heuristic | MOEA/D the CIC-
(2021)[15] ) y g IDS2017
. Balance Simulated
M. Stehlik et Multi Evolutio | Resource multiple . NISGA-Il | environment
al. - S o Meta-Heuristic .
(2013)[16] objective | nary Optimization | conflicting and SPEA2 | with
goals OMNeT++
. Balance
S. Subramani . . - KDD Cup
etal. Mt Do e | multiele Meta-Heuristic | IMOPSO | 1999, NSL-
(2023)[17] ) P qoals g KDD, CIDD
M. Fatima et . Ensemble TON_loT,
al. (2024) (';’t';.’(':;tive NA | goute ?eesgld‘;ges N/A Feature | BoT-1oT,
[18] ) Selection UNSW-
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NB15, CIC-
IDS2017/201
8
P.T. Cong et . . NSL-KDD,
(2024)[19] IDS2017
. . . Genetic
S. Latif et al. ML_JItl _ Blo—_ Hyperp_arame Reduce Meta-Heuristic | Algorithm | Edge-IloTset
(2024)[20] objective | Inspired | ter Tuning resources (GA)
N. O. Hyperparame i
Aljehane et Multi Bio- ter Tuning, Reduce - GJO and NSL-KDD,
L . Meta-Heuristic CIC-
al. (2024) objective | Inspired | Feature resources SSA
. IDS2017
[21] Selection
A Lightweight Genetic
Alshahrani & | Multi Bio- and Efficient | Reduce - i Simulated
L . Meta-Heuristic | Algorithm .
J. A. Clark objective | Inspired | Model resources (GA) environment
(2023) [22] Design
N. Kashva Balance
' Y& | Mult Evolutio | Resource multiple - Simulated
et al. N N o Meta-Heuristic | NSGA-II .
objective | nary Optimization | conflicting environment
(2020)[23]
goals
Balance
S. P. Singh Multi Bio- Resource multiple - Simulated
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2. Resource optimization in IDS

Intrusion detection systems (IDS) must function within the limits of processing time, memory,
storage, and energy across various environments. This challenge becomes particularly difficult
with 10T networks and wireless sensor networks. Resource optimization in IDS can be tackled
through multiple approaches. Broadly speaking, these strategies include: (1) Feature Selection
and Dimensionality Reduction — selecting a subset of informative features from traffic data to
reduce processing load without compromising accuracy; (2) Algorithm and Model
Optimization — tuning ML/DL models or using efficient classifiers to balance accuracy and
speed; (3) Parameter Tuning — adjusting detection thresholds or algorithm parameters (e.g.,
updating anomaly detection sensitivity) to achieve optimal performance; (4) Architectural
Optimization — distributing IDS components (e.g., on edge vs. cloud) to offload work from
constrained nodes; and (5) Multi-objective Optimization (MOO) — using algorithms that seek
trade-offs (e.g., maximize detection rate while minimizing false alarms and resource usage).

In the following sections, we dive into single-objective and MOO techniques, providing
examples of each and how they apply in both normal and constrained environments.

3. Single-objective optimization approaches

Single-objective optimization techniques focus on improving one primary metric or goal of the
IDS, often treating other requirements as constraints. This section discusses common single-
objective optimization strategies, including feature selection, hyperparameter tuning, and
lightweight model design.
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Feature Selection and Dimensionality Reduction

Feature selection is a critical optimization for IDS, especially to handle high-dimensional data.
By removing irrelevant or redundant features, an IDS can operate faster and more efficiently,
which is valuable both in traditional networks and in 10T devices with limited resources. The
challenge is to select features that preserve or improve detection capability.

A variety of algorithms have been applied for IDS feature selection. Genetic Algorithms (GA),
which simulate evolution to search for optimal feature subsets, were among the early
approaches and continue to be popular[2]. In recent work, R. Manivannan & S. Selvaraj have
proposed a novel ARNN-FOX model for efficient intrusion detection and classification based
on single objective optimization. They have proved that the model optimization on feature
selection and dynamically tune on hyperparameters can provide a scalable and adaptable
solution for modern IDS in various environments[9].

Hyperparameter Tuning

Besides selecting features, optimizing the internal parameters of IDS models can greatly
improve both performance and efficiency [13]. Hyperparameter tuning involves finding the best
configuration for algorithm parameters that yield the highest detection performance. This is
often treated as a single-objective optimization problem where the objective is to maximize a
metric like detection rate, precision, or F1-score on validation data. Therefore, metaheuristic
algorithms have been effectively used to tune hyperparameters for IDS. For instance, Grey Wolf
Optimization (GWO) algorithm was utilized to optimize the hyperparameters of a deep neural
network for anomaly detection, resulting in an IDS that achieved over 99% detection
accuracy[11]. Similarly, Firefly Algorithm (FOA) was used by Savanovic et al. (2022) to fine-
tune the hyperparameters of classifiers like KNN and XGBoost in an 10T IDS, yielding
excellent results (accuracy of 99.98% on UNSW-NB15 dataset) when the optimization was
effective[12]. These examples illustrate that tuning an IDS model’s settings via intelligent
search can significantly boost accuracy, which is a key single-objective goal. Threshold
optimization is another single-objective task common in IDS. Many IDS generate a score or
likelihood for each event, and a threshold is used to decide if it is an attack. Setting this threshold
is crucial: too low can trigger many false positives, too high can miss attacks. Optimization
techniques like PSO have been used to automatically find the threshold that maximizes a
combination of true positives and true negatives. Anne Dickson and Thomas (2020)
demonstrated this by optimizing the operating point of a classifier’s ROC curve using PSO[1].
In their experiment on the NSL-KDD dataset, they identified the optimal trade-off point which
yielded a True Positive rate of 99.5% while keeping the False Positive rate at only 2%. This
effectively improved detection rates and solved the false alarm minimization problem using
swarm intelligence. The approach was shown to generalize both traditional networks and 10T
scenarios, indicating its usefulness in resource optimization (fewer false alarms mean less
wasted processing on benign traffic).

Lightweight and Efficient Model Design

Another category of single-objective optimization focuses on creating lightweight IDS models
that meet resource constraints. Here the goal is typically to minimize resource usage (model
size, runtime, or energy) while maintaining acceptable accuracy. This is especially relevant for
deployment on edge and 10T devices. A notable technique in this category is the use of model
compression and knowledge distillation. Umar and Yasmeen (2025) introduced a deep learning
IDS framework called DNN-KDQ, which integrates Knowledge Distillation and post-training
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Quantization to produce a compact model suited for energy-constrained edge computing[13].
Their objective was to simultaneously optimize high detection performance and low
computational footprint. The results were impressive: the distilled and quantized DNN model
achieved a test accuracy of 99.43% while reducing model size from 196.8 KB to 20.2 KB — an
almost 90% reduction. This compression led to a 63% reduction in inference latency and
significantly lower energy consumption, without compromising detection accuracy. By using
adaptive sampling and sliding windows for preprocessing, the DNN-KDQ framework further
ensures that only the most relevant data segments are analyzed, saving energy. This example
underscores how advanced ML techniques can be leveraged to create IDS that meet strict
resource limits as a single optimization objective (in this case, minimizing resource usage given
a high accuracy target). Other approaches in efficient model design include using simpler
classifiers or shallow models in environments where deep learning would be too costly. For
example, Olanrewaju-George and Pranggono (2020) explored federated learning for IDS,
which trains models across distributed 10T devices without centralizing data[14].

In summary, single-objective optimizations in IDS have yielded substantial benefits to IDSs
which perform better with equal or fewer resources. However, focusing on one objective at a
time may neglect other aspects. This motivates multi-objective approaches, discussed next,
which explicitly consider trade-offs.

4. Multi-objective optimization approaches

In many cases, IDS optimization is inherently a multi-objective problem. Security practitioners
seek to maximize detection rates and minimize false positives, while also keeping
computational cost low. These goals can conflict: pushing accuracy to the maximum might
require more features or complex models, increasing resource usage; conversely, strict resource
limits might reduce accuracy. In IDS research, multi-objective algorithms (typically
evolutionary or swarm-based) have been applied to balance detection efficacy against factors
like false alarm rate, number of features, or processing time.

Multi-Objective Feature Selection and Tuning

Feature selection can naturally be framed as a multi-objective problem: one objective to
maximize detection accuracy, and another to minimize the number of features (or equivalently
minimize computational cost). The MOO implementation in a IDS had been proposed by
various authors for different cases. In that respect, Subramani et al. (2023) and Cong et al.
(2024), have proposed and implemented an intelligent Multi Objective PSO based Intrusion
Detection System (IMOPSO-IDS) for detecting the intruders present in the loT based sensor
networks that are working in the cloud environment [17], [19]. The proposed system was
focused on developing a more efficient approach for feature selection in data. The use of MOO
in feature selection was presented by Fatima et al. (2024), which have made an extensive study
discussing feature selection enabled lightweight IDS tailored for resource-constrained IoT
devices [18]. They have a special focus on the emerging Ensemble Feature Selection (EFS)
techniques with and aim to pave the way for the effective design of futuristic FS/EFS-enabled
lightweight IDS for 10T networks, and by addressing the critical need for robust security
measures in the face of resource limitations.

Chen et al. (2022) have demonstrated a new multi-objective evolutionary convolutional neural
network for IDS in Fog infrastructure to detect network intrusions in the 10T environment.
There the Multi-objective evolutionary algorithm based on decomposition (MOEA/D)
algorithm is used for modifying and evolving the CNN model which simplifies the tuning

316



process of DL [25]. Sharma et al. (2024), is proposing the future work on multi-objective
optimizers to be conducted in various optimizing tasks such as resource management, parameter
estimation, scheduling. They have done study in which they have demonstrated that Al
techniques have significantly improved detection efficiency. During their work they define that
optimization techniques can be used for hyper parameter optimization in ML and DL methods,
additionally emphasizing that there are issues with computational time and memory usage,
since the whole process needs more computational resources.

Beyond feature selection, multi-objective formulations have been applied to simultaneously
optimize detection performance and resource usage metrics. Stehlik et al. (though slightly older
work in concept) showed that using multi-objective evolutionary algorithms (like NSGA-II and
SPEAZ2) to parametrize an IDS for wireless sensor networks yields better trade-offs between
detection accuracy and energy consumption than single-objective tuning[16]. This idea is
increasingly relevant for 10T, where one must often find a compromise between security level
and device longevity or latency.

Metaheuristic Algorithms for Multi-Objective IDS

Most multi-objective IDS optimizations leverage metaheuristic algorithms, which are well-
suited for exploring complex search spaces and finding trade-off solutions. Evolutionary
algorithms and nature-inspired algorithms have been adapted to multi-objective versions. For
example, a recent work by Latif et al. applied a GA to tune hyperparameters of a deep ensemble
IDS (combining CNN models) and achieved perfect classification scores (100% accuracy,
precision, recall) on a benchmark dataset[20]. While such an ideal result may reflect an easy
dataset or potential overfitting, it exemplifies that evolutionary multi-objective search can
potentially find extremely high-performing configurations that manual tuning might miss.

In 10T scenarios, novel bio-inspired algorithms have been tailored for MOO in IDS. We have
already noted PDO in loT-IDS. Additionally, algorithms like Golden Jackal Optimization
(GJOA) and Salp Swarm Algorithm (SSA) have been combined to address separate objectives
in a complementary way. Aljehane et al. (2023) employed GJOA to identify the most significant
features (objective: feature reduction) and SSA to fine-tune the hyperparameters of an LSTM-
based detector (objective: accuracy maximization) in an IoT network IDS[21]. This dual-
optimizer approach led to an outstanding detection performance (~99.7% accuracy with F1-
score ~98.9% on the CIC-1DS2017 dataset). The success of such hybrid optimization suggests
that complex IDS could benefit from modular MOO.

Alshahrani et al. (2023) in one of the authors in one of the author’s PhD publications
“Optimizing IDS Configurations for [oT Networks using Al Approaches” [22] [26] are working
on IDS in a resource-constrained environment and are emphasizing that IDS’s deployment in
that environment is a challenging task. They are using a meta-heuristic-based optimization
method, namely a Genetic Algorithm (GA), to discover optimal IDS placements and
configurations for Low Power and Lossy Networks (LLNSs). In the work authors target an
approach that seeks to optimize and balance the detection rate, F1 score, coverage, feasibility
cost and deployment cost. The work has proved that using a fitness approximation is a valid
approach to be used as a surrogate model to accelerate the convergence of the genetic algorithm
to optimal or excellent IDS configurations. Stating that for future work research should be
conducted on multi-objective framework for optimizing IDS configurations in resources-
constraint environments and are proposing use of Non-dominated Sorting Genetic Algorithm
(NSGA-II) in the future work. The usage of NSGA Il algorithm in loT was demonstrated in
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[23] and [24] where it is shown the usability of NSGA 11 algorithm in finding solution for
service composition problems and delivering efficiency in energy consumption.

5. Discussion and future directions

Resource optimization techniques have improved IDS performance in both traditional and
constrained environments. Single-objective methods like feature selection and model
compression help in deploying faster IDS on low-power devices. Multi-objective methods
provide a way for handling trade-offs in IDS security and efficiency. Despite these advances,
several open challenges and promising directions remain:

o Real-Time Adaptive Optimization. Future IDS are expected to operate in dynamic
environments where network conditions and attack patterns evolve continuously. A
promising direction is the development of adaptive optimization methods that can adjust
IDS parameters on the fly. For instance, using reinforcement learning or online
evolutionary algorithms, an IDS could self-tune its thresholds or feature set in real time
based on feedback. This real-time adaptation would further reduce the need for manual
reconfiguration and keep the IDS optimal as conditions change[13]. Early research in this
vein includes adaptive threshold control using Q-learning and online feature selection
algorithms that periodically revise the chosen features as new data comes in. Integrating
such approaches could fulfill the vision of an autonomously optimizing IDS.

« Advanced Machine Learning Integration. As attacks become more sophisticated, IDS will
likely incorporate cutting-edge ML techniques (deep neural networks, graph-based models
for 10T device interactions, etc.). Optimizing these complex models for resource efficiency
is crucial. Techniques like neural architecture search (NAS) could be employed in the IDS
context to find neural network structures that offer the best accuracy-speed trade-off under
given constraints[11]. Combining NAS with MOO (e.qg., objectives: maximize detection,
minimize FLOPS) is a potential research avenue.

o Energy-Aware IDS for 10T and Edge. Given the rise of battery-powered sensors and 10T
deployments, energy efficiency will remain a key optimization goal. Future research should
explore energy-aware intrusion detection, where algorithms explicitly account for energy
consumption as an optimization objective alongside detection metrics. This might involve
scheduling IDS tasks (e.g., only activating heavy analysis during certain times or when
suspicion is high), or designing cooperative detection schemes where edge devices offload
computations to slightly more powerful fog nodes in an optimal way.

o Scalability and Distributed Optimization. In large-scale networks or 10T ecosystems, a
single IDS module might not suffice; instead, multiple IDS agents work collaboratively
(e.g., hierarchical IDS in edge—fog-cloud). Optimizing resource usage in such distributed
IDS is complex — one must decide how to partition the detection tasks and how agents
should share information. Future research could employ MOO to determine the optimal
placement of detection modules (e.g., which intrusion checks to run on-device vs on cloud)
considering latency, bandwidth, and detection accuracy as objectives. Evolutionary
algorithms could potentially evolve configurations of federated IDS that yield the best
trade-off between detection performance and communication cost.

o Security of Optimization Techniques: An often-overlooked aspect is that optimization
algorithms themselves might introduce vulnerabilities if not carefully applied. For instance,
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an adversary could exploit an adaptive IDS by manipulating inputs to drive the
optimization toward a weaker configuration (an instance of adversarial machine learning).

In conclusion, resource optimization in IDS is a rich and evolving field. As networks expand
and diversify (with billions of 10T devices coming online) and as cyber threats continue to grow
in sophistication, IDS must become not only more accurate but also smarter in how they use
resources.

Conclusions

This review presented an analysis of resource optimization techniques in IDS, covering recent
advances in both single-objective and multi-objective approaches. We discussed how feature
selection, hyperparameter tuning, and model compression methods can significantly reduce
resource usage and improve speed for IDS in traditional and constrained settings. We also
presented multi-objective evolutionary and swarm algorithms that balance conflicting goals
such as maximizing detection accuracy while minimizing false positives and computational
cost. Future research is poised to further integrate machine learning advancements with
optimization. We anticipate more Al-driven adaptive IDS that continually self-optimize in
operation, and the adoption of multi-faceted objectives that incorporate security, efficiency, and
even privacy considerations into a unified optimization framework. The evolution of IDS will
probably follow a path of intelligent resource management, ensuring that increased security
does not come at the expense of impractical resource demands. By leveraging the techniques
reviewed in this paper and pursuing the proposed future directions, the community can develop
IDS that are not only effective against attacks but also efficient and scalable for the next
generation of cyber-physical systems and ubiquitous networks.
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